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## Chapter 1

## 2-Dimensional Patterns Generation Problems

## § 1.1 Introduction

Many systems have been studied as models for spatial pattern formation in biology, chemistry, engineering and physics. Lattices play important roles in modeling underlying spatial structures. Notable examples include models arising from biology $[7,8,21,22,23,33,34,35]$, chemical reaction and phase transitions $[4,5,11,12,13,14,24,41,43]$, image processing and pattern recognition $[11,12,15,16,17,18,19,25,40]$, as well as materials science $[9$, 20, 26]. Stationary patterns play a critical role in investigating of the long time behavior of related dynamical systems. In general, multiple stationary patterns may induce complicated phenomena of such systems.

In Lattice Dynamical Systems(LDS), especially Cellular Neural Networks (CNN), the set of global stationary solutions (global patterns) has received considerable attention in recent years (e.g.[1, 2, 6, 10, 27, 28, 29, 30, 31, 32, $36,37])$. When the mutual interaction between states of a system is local, the state at each lattice point is influenced only by its finitely many neighborhood states. The admissible (or allowable ) local patterns are introduced and defined on a certain finite lattice. The admissible global patterns on the entire lattice space are then glued together from those admissible local patterns. More precisely, let $\mathcal{S}$ be a finite set of $p$ elements (symbols, colors or letters of an alphabet). Where $\mathbf{Z}^{d}$ denotes the integer lattice on $\mathbf{R}^{d}$, and $d \geq 1$ is a positive integer representing the lattice dimension. Then, function $U: \mathbf{Z}^{d} \rightarrow$ $\mathcal{S}$ is called a global pattern. For each $\alpha \in \mathbf{Z}^{d}$, we write $U(\alpha)$ as $u_{\alpha}$. The set of all patterns $U: \mathbf{Z}^{d} \rightarrow \mathcal{S}$ is denoted by

$$
\Sigma_{p}^{d} \equiv \mathcal{S}^{\mathbf{Z}^{d}}
$$

i.e., $\Sigma_{p}^{d}$ is the set of all patterns with $p$ different colors in d-dimensional lattice. As for local patterns, i.e., functions defined on (finite) sublattices, for a given d-tuple $N=\left(N_{1}, N_{2}, \cdots, N_{d}\right)$ of positive integers, let

$$
\mathbf{Z}_{N}=\left\{\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{d}\right): 1 \leq \alpha_{k} \leq N_{k}, 1 \leq k \leq d\right\}
$$

be an $N_{1} \times N_{2} \times \cdots N_{d}$ finite rectangular lattice. Denoted by $\widetilde{N} \geq N$ if $\widetilde{N_{k}} \geq N_{k}$ for all $1 \leq k \leq d$. The set of all local patterns defined on $\mathbf{Z}_{N}$ is denoted by

$$
\Sigma_{N} \equiv \Sigma_{N, p} \equiv\left\{\left.U\right|_{\mathbf{z}_{N}}: U \in \Sigma_{p}^{d}\right\}
$$

Under many circumstances, only a(proper) subset $\mathcal{B}$ of $\Sigma_{N}$ is admissible (allowable or feasible). In this case, local patterns in $\mathcal{B}$ are called basic patterns and $\mathcal{B}$ is called the basic set. In a one dimensional case, $\mathcal{S}$ consists of letters of an alphabet, and $\mathcal{B}$ is also called a set of allowable words of length N .

Consider a fixed finite lattice $\mathbf{Z}_{N}$ and a given basic set $\mathcal{B} \subset \Sigma_{N}$. For larger finite lattice $\mathbf{Z}_{\tilde{N}} \supset \mathbf{Z}_{N}$, the set of all local patterns on $\mathbf{Z}_{\tilde{N}}$ which can be generated by $\mathcal{B}$ is denoted as $\Sigma_{\tilde{N}}(\mathcal{B})$. Indeed, $\Sigma_{\tilde{N}}(\mathcal{B})$ can be characterized by

$$
\begin{aligned}
\Sigma_{\widetilde{N}}(\mathcal{B})=\{ & U \in \Sigma_{\tilde{N}}: U_{\alpha+N}=V_{N} \text { for any } \alpha \in \mathbf{Z}^{d} \text { with } \mathbf{Z}_{\alpha+N} \subset \mathbf{Z}_{\tilde{N}} \\
& \text { and some } \left.V_{N} \in \mathcal{B}\right\},
\end{aligned}
$$

where

$$
\alpha+N=\left\{\left(\alpha_{1}+\beta_{1}, \cdots, \alpha_{d}+\beta_{d}\right):\left(\beta_{1}, \cdots, \beta_{d}\right) \in N\right\}
$$

and

$$
U_{\alpha+N}=V_{N} \text { means } u_{\alpha+\beta}=v_{\beta} \text { for each } \beta \in \mathbf{Z}_{N}
$$

Similarly, the set of all global patterns which can be generated by $\mathcal{B}$ is denoted by

$$
\Sigma(\mathcal{B})=\left\{U \in \Sigma_{p}^{d}: U_{\alpha+N}=V_{N} \text { for any } \alpha \in \mathbf{Z}^{d} \text { with some } V_{N} \in \mathcal{B}\right\}
$$

The following questions arise :
(1) Can we find a systematic means of constructing $\Sigma_{\tilde{N}}(\mathcal{B})$ from $\mathcal{B}$ for $\mathbf{Z}_{\tilde{N}} \supset \mathbf{Z}_{N}$ ?

## (2) What is the complexity (or spatial entropy) of $\left\{\sum_{\widetilde{N}}(\mathcal{B})\right\}_{\tilde{N} \geq N}$ ?

The spatial entropy $h(\mathcal{B})$ of $\Sigma(\mathcal{B})$ is defined as follows:
Let

$$
\begin{equation*}
\Gamma_{\widetilde{N}}(\mathcal{B})=\operatorname{card}\left(\Sigma_{\widetilde{N}}(\mathcal{B})\right) \tag{1.1.1}
\end{equation*}
$$

the number of distinct patterns in $\Sigma_{\widetilde{N}}(\mathcal{B})$. The spatial entropy $h(\mathcal{B})$ is defined as

$$
\begin{equation*}
h(\mathcal{B})=\lim _{\widetilde{N} \rightarrow \infty} \frac{1}{\widetilde{N}_{1} \cdots \widetilde{N}_{d}} \log \Gamma_{\widetilde{N}}(\mathcal{B}) \tag{1.1.2}
\end{equation*}
$$

where $\widetilde{N}=\left(\widetilde{N_{1}}, \widetilde{N_{2}}, \ldots, \widetilde{N_{d}}\right)$ be a d-tuple positive integers, which is welldefined and exists (e.g. [13]). The spatial entropy, which is an analogue to topological entropy in dynamical system, has been used to measure a kind of complexity in $L D S$ (e.g. [13], [42] ).

In a one dimensional case, the above two questions can be answered by using transition matrix. Indeed, for a given basic set $\mathcal{B}$, we can associate the transition matrix $\mathbf{T}(\mathcal{B})$ to $\mathcal{B}$. Then the spatial entropy $h(\mathcal{B})=\log \lambda$, where $\lambda$ is the largest eigenvalue of $\mathbf{T}(\mathcal{B})$ (e.g. [29, 41]). On the other hand, for higher dimensional cases, constructing $\Sigma_{\widetilde{N}}(\mathcal{B})$ systematically and computing $\Gamma_{\tilde{N}}(\mathcal{B})$ effectively for a large $\tilde{N}$ are extremely difficult.

In the two dimensional case, Chow et al. [13] estimated lower bounds of the spatial entropy for some problems in LDS. Later, using a "building block" technique, Juang and Lin [29] studied the patterns generation and obtained lower bounds of the spatial entropy for CNN with square-cross or diagonal-cross templates. For CNN with general templates, Hsu et al [27] investigated the generation of admissible local patterns and obtained the basic set for any parameter, i.e., the first step in studying the patterns generation problem. Meanwhile, given a set of symbols $\mathcal{S}$ and a pair consisting of a horizontal transition matrix H and a vertical transition matrix V, Juang et al [30] defined m-th order transition matrices $T_{H, V}^{(m)}$ and $\bar{T}_{H, V}^{(m)}$ for each $m \geq 1$ and, in doing so, obtained the recursion formulas for both $T_{H, V}^{(m)}$ and $\bar{T}_{H, V}^{(m)}$. Furthermore, they proved that $T_{H, V}^{(m)}$ and $\bar{T}_{H, V}^{(m)}$ have the same maximum eigenvalue $\lambda_{m}$ and spatial entropy $h(H, V)=\lim _{m \rightarrow \infty} \frac{\log \lambda_{m}}{m}$. For a certain class of $\mathrm{H}, \mathrm{V}$, the recursion formulas for $T_{H, V}^{(m)}$ and $\bar{T}_{H, V}^{(m)}$ yield recursion formulas for $\lambda_{m}$ explicitly and the exact entropy. On the other hand, for the patterns generation problem Lin and Yang [37] worked on the 3-cell L-shaped lattice, i.e., $\mathrm{N}=$ B. They developed an algorithm to investigate how patterns are generated on larger lattices from smaller one. Their algorithm treated all patterns in $\Sigma_{\widetilde{N}}(\mathcal{B})$ as entries and arranged them in a "counting matrix" $M_{\widetilde{N}}(\mathcal{B})$. A good arrangement of $M_{\tilde{N}}(\mathcal{B})$ implies an easier extension to $M_{\tilde{\widetilde{N}}}(\mathcal{B})$ for a larger lattice $\widetilde{\widetilde{N}} \supset \widetilde{N}$ and effective counting of the number of elements in $\Sigma_{\widetilde{N}}(\mathcal{B})$. Upper and lower bounds of spatial entropy were also obtained. Next, there are some relations with matrix shift [13], that details will appear in section 1.3.4.

Motivated by the counting matrix $M_{N}(\mathcal{B})$ of [37] and the recursion formulas for transition matrices in [30], this work introduces the "ordering matrix" $\mathbf{X}_{2}$ for $\Sigma_{2 \ell \times 2 \ell}$ to study the patterns generation and obtain recursion formulas for $\mathbf{X}_{n}$ for $\Sigma_{2 \ell \times n \ell}$ where $\ell \geq 1$ is a fixed positive integer and $n \geq 2$. The recursion formulas for $\mathbf{X}_{n}$ imply the recursion formula for the associated
transition matrices $\mathbf{T}_{n}(\mathcal{B})$ of $\Sigma_{2 \ell \times n \ell}(\mathcal{B})$, i.e., a generalization of the recursion formulas in [30]. Notably, a different ordering matrix $\widetilde{\mathbf{X}}_{2}$ for $\Sigma_{2 \ell \times 2 \ell}$ induces different recursion formulas of $\widetilde{\mathbf{X}}_{n}$ for $\Sigma_{2 \ell \times n \ell}$ and $\widetilde{\mathbf{T}_{n}}(\mathcal{B})$. Among them, $\mathbf{X}_{2}$ defined in (1.2.9) yields a simple recursion formula (1.3.16) and rewriting rule (1.3.14), which enabling us to compute the maximum eigenvalue of $\mathbf{T}_{n}$ effectively. The computations or estimates of $\lambda_{n}$ are interesting problems in linear algebra and numerical linear algebra. Owing to the similarity property of (1.3.16) or (1.3.14) of transition matrices $\left\{\mathbf{T}_{n}\right\}_{n=2}^{\infty}$, we show that for a certain class of $\mathcal{B}, \lambda_{n}$ satisfies certain recursion relations and $h(\mathcal{B})$ can be computed explicitly.

In $d \geq 3$, the structure of ordering matrix and transition matrices has been explored, and it can be found in [3].

The rest of this paper is organized as follows. Section 1.2 describes a two dimensional case by thoroughly investigating $\Sigma_{2 \times 2}$ and introducing the ordering matrix $\mathbf{X}_{2}$ of patterns in $\Sigma_{2 \times 2}$. The ordering matrix $\mathbf{X}_{n}$ on $\Sigma_{2 \times n}$ is then constructed from $\mathbf{X}_{2}$ recursively. Finally, section 1.3 derives higher order transition matrices $\mathbf{T}_{n}$ from $\mathbf{T}_{2}$ and computes $\lambda_{n}$ explicitly for a certain type of $\mathbf{T}_{2}$.

## § 1.2 Two Dimensional Patterns

This section describes two dimensional patterns generation. For clarity, we begin by the studying two symbols, i.e., $\mathcal{S}=\{0,1\}$. On a fixed finite lattice $\mathbf{Z}_{m_{1} \times m_{2}}$, we first give a ordering $\chi=\chi_{m_{1} \times m_{2}}$ on $\mathbf{Z}_{m_{1} \times m_{2}}$ by

$$
\begin{equation*}
\chi\left(\left(\alpha_{1}, \alpha_{2}\right)\right)=m_{2}\left(\alpha_{1}-1\right)+\alpha_{2} \tag{1.2.1}
\end{equation*}
$$

i.e.,

| $m_{2}$ | $2 m_{2}$ |  | $m_{1} m_{2}$ |
| :---: | :---: | :---: | :---: |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| 1 | $m_{2}+1$ |  | $\left(m_{1}-1\right) m_{2}+1$ |

The ordering $\chi$ of (1.2.1) on $\mathbf{Z}_{m_{1} \times m_{2}}$ can now be passed to $\Sigma_{m_{1} \times m_{2}}$. Indeed, for each $U=\left(u_{\alpha_{1}, \alpha_{2}}\right) \in \Sigma_{m_{1} \times m_{2}}$, define

$$
\begin{align*}
\chi(U) & \equiv \chi_{m_{1} \times m_{2}}(U) \\
& =1+\sum_{\alpha_{1}=1}^{m_{1}} \sum_{\alpha_{2}=1}^{m_{2}} u_{\alpha_{1} \alpha_{2}} 2^{m_{2}\left(m_{1}-\alpha_{1}\right)+\left(m_{2}-\alpha_{2}\right)} . \tag{1.2.3}
\end{align*}
$$

Obviously, there is an one-to-one correspondence between local patterns in $\Sigma_{m_{1} \times m_{2}}$ and positive integers in the set $\mathbf{N}_{2^{m_{1} m_{2}}}=\{k \in \mathbf{N}: 1 \leq k \leq$
$\left.2^{m_{1}, m_{2}}\right\}$, where $\mathbf{N}$ is the set of positive integers. Therefore, $U$ is referred to herein as the $\chi(U)$-th element in $\Sigma_{m_{1} \times m_{2}}$. By identifying the pictorial patterns by numbers $\chi(U)$, it becomes highly effective in proving theorems since computations can now be performed on $\chi(U)$. In a two dimensional case, we will keep the ordering (1.2.1) $\sim(1.2 .3) \chi$ on $\mathbf{Z}_{m_{1} \times m_{2}}$ and $\Sigma_{m_{1} \times m_{2}}$, respectively.

### 1.2.1 Ordering Matrices

For $1 \times n$ pattern $U=\left(u_{k}\right), 1 \leq k \leq n$ in $\Sigma_{1 \times n}$, as in (1.2.3), $U$ is assigned the number

$$
\begin{equation*}
i=\chi(U)=1+\sum_{k=1}^{n} u_{k} 2^{(n-k)} . \tag{1.2.4}
\end{equation*}
$$

As denoted by the $1 \times n$ column pattern $x_{n ; i}$,

$$
x_{n ; i}=\left[\begin{array}{l}
u_{n}  \tag{1.2.5}\\
\vdots \\
u_{1}
\end{array}\right] \quad \text { or } \begin{array}{|c|}
\hline u_{n} \\
\hline \\
\hline u_{1} \\
\hline
\end{array}
$$

In particular, when $n=2$, as denoted by $x_{i}=x_{2 ; i}$,

$$
i=1+2 u_{1}+u_{2}
$$

and

$$
x_{i}=\left[\begin{array}{l}
u_{2}  \tag{1.2.6}\\
u_{1}
\end{array}\right] \quad \text { or } \begin{array}{|}
u_{2} \\
u_{1} \\
\hline
\end{array}
$$

A $2 \times 2$ pattern $U=\left(u_{\alpha_{1} \alpha_{2}}\right)$ can now be obtained by a horizontal direct sum of two $1 \times 2$ patterns, i.e.,

$$
\begin{align*}
x_{i_{1} i_{2}} & \equiv x_{i_{1}} \oplus x_{i_{2}} \\
& \equiv\left[\begin{array}{ll}
u_{12} & u_{22} \\
u_{11} & u_{21}
\end{array}\right] \text { or } \begin{array}{|l|l|}
\hline u_{12} & u_{22} \\
\hline u_{11} & u_{21} \\
\hline
\end{array}, \tag{1.2.7}
\end{align*}
$$

where

$$
\begin{equation*}
i_{k}=1+2 u_{k 1}+u_{k 2}, \quad 1 \leq k \leq 2 \tag{1.2.8}
\end{equation*}
$$

Therefore, the complete set of all $16\left(=2^{2 \times 2}\right) 2 \times 2$ patterns in $\Sigma_{2 \times 2}$ can be listed by a $4 \times 4$ matrix $\mathbf{X}_{2}=\left[x_{i_{1} i_{2}}\right]$ with $2 \times 2$ pattern $x_{i_{1} i_{2}}$ as its entries in

$$
\begin{aligned}
& \begin{array}{|l|l|l|l|}
\hline 0 & \begin{array}{|l|}
\hline 1 \\
\hline 0 \\
\hline 0 \\
\hline 1 \\
\hline
\end{array} & \begin{array}{|l|}
\hline 1 \\
1 \\
\hline
\end{array} \\
\hline
\end{array}
\end{aligned}
$$

$$
\begin{align*}
& \begin{array}{|l|l|l|l|l|l|l|l|l|l|l|}
\hline 1 & 1 & 0 \\
\hline 0 & 1 & 1 \\
\hline 0 & 0 \\
\hline 0 & 0 \\
\hline 1 & 0 & 0 \\
\hline 0 & 1 \\
\hline 1 & 1 & 1 \\
\hline 0 & 1 \\
\hline
\end{array} \tag{1.2.9}
\end{align*}
$$

It is easy to verify that

$$
\begin{equation*}
\chi\left(x_{i_{1} i_{2}}\right)=4\left(i_{1}-1\right)+i_{2}, \tag{1.2.10}
\end{equation*}
$$

i.e, we are counting local patterns in $\Sigma_{2 \times 2}$ by going through each row successively in Table (1.2.9). Correspondingly, $\mathbf{X}_{2}$ can be referred to as an ordering matrix for $\Sigma_{2 \times 2}$. Similarly, a $2 \times 2$ pattern can also be viewed as a vertical direct sum of two $2 \times 1$ patterns, i.e,

$$
\begin{equation*}
y_{j_{1} j_{2}}=y_{j_{1}} \oplus y_{j_{2}} \tag{1.2.11}
\end{equation*}
$$

where

$$
y_{j_{l}}=\left[\begin{array}{ll}
u_{1 l} & u_{2 l}
\end{array}\right] \text { or } \begin{array}{|l|l|}
\hline u_{1 l} & u_{2 l} \\
\hline
\end{array}
$$

and

$$
\begin{equation*}
j_{l}=1+2 u_{1 l}+u_{2 l} \tag{1.2.12}
\end{equation*}
$$

$1 \leq l \leq 2$. A $4 \times 4$ matrix $\mathbf{Y}_{2}=\left[y_{j_{1} j_{2}}\right]$ can also be obtained for $\Sigma_{2 \times 2}$. i.e., we have


The relation between $\mathbf{X}_{2}$ and $\mathbf{Y}_{2}$ must be explored. Indeed, from (1.2.12), $u_{k l}$ can be solved in terms of $j_{l}$, i.e., we have

$$
\begin{equation*}
u_{1 l}=\left[\frac{j_{l}-1}{2}\right] \tag{1.2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{2 l}=j_{l}-1-2\left[\frac{j_{l}-1}{2}\right], \tag{1.2.15}
\end{equation*}
$$

where [ ] is the Gauss symbol, i.e., $[r]$ is the largest integer which is equal to or less than $r$. From (1.2.8), (1.2.12), (1.2.14) and (1.2.15), we have the following relations between indices $i_{1}, i_{2}$ and $j_{1}, j_{2}$.

$$
\begin{gather*}
j_{1}=1+\sum_{k=1}^{2}\left[\frac{i_{k}-1}{2}\right] 2^{2-k},  \tag{1.2.16}\\
j_{2}=1+\sum_{k=1}^{2}\left\{i_{k}-1-2\left[\frac{i_{k}-1}{2}\right]\right\} 2^{2-k}, \tag{1.2.17}
\end{gather*}
$$

and

$$
\begin{equation*}
i_{1}=1+\sum_{l=1}^{2}\left[\frac{j_{l}-1}{2}\right] 2^{2-l} \tag{1.2.18}
\end{equation*}
$$

$$
\begin{equation*}
i_{2}=1+\sum_{l=1}^{2}\left\{j_{l}-1-2\left[\frac{j_{l}-1}{2}\right]\right\} 2^{2-l} \tag{1.2.19}
\end{equation*}
$$

From (1.2.16) and (1.2.17), (1.2.9) or $\mathbf{X}_{2}$ can also be represented by $y_{j_{1} j_{2}}$ as

$$
\mathbf{X}_{2}=\left[\begin{array}{llll}
y_{11} & y_{12} & y_{21} & y_{22}  \tag{1.2.20}\\
y_{13} & y_{14} & y_{23} & y_{24} \\
y_{31} & y_{32} & y_{41} & y_{42} \\
y_{33} & y_{34} & y_{43} & y_{44}
\end{array}\right]
$$

In (1.2.20), the indices $j_{1} j_{2}$ are arranged by two $Z$-maps successively, as

$$
\left[\begin{array}{lll}
1 & \longrightarrow & 2  \tag{1.2.21}\\
& \swarrow & \\
3 & \longrightarrow & 4
\end{array}\right]
$$

i.e., the path from 1 to 4 in (1.2.21) is $Z$ shaped and is then called a $Z$-map. More precisely, $\mathbf{X}_{2}$ can be decomposed by

$$
\mathbf{X}_{2}=\left[\begin{array}{cc}
Y_{2 ; 1} & Y_{2 ; 2}  \tag{1.2.22}\\
Y_{2 ; 3} & Y_{2 ; 4}
\end{array}\right]
$$

and

$$
Y_{2 ; k}=\left[\begin{array}{ll}
y_{k 1} & y_{k 2}  \tag{1.2.23}\\
y_{k 3} & y_{k 4}
\end{array}\right]
$$

Where, $\mathbf{X}_{2}$ is arranged by a $Z$-map $\left(Y_{2 ; k}\right)$ in (1.2.22) and each $Y_{2 ; k}$ is also arranged by a $Z$-map $\left(y_{k l}\right)$ in (1.2.23). Therefore, the indices of $y$ in (1.2.20) consist of two $Z$-maps.

The expression (1.2.20) of all local patterns in $\Sigma_{2 \times 2}$ by $y$ can be extended to all patterns in $\Sigma_{2 \times n}$ for any $n \geq 3$. Indeed, a local pattern $U$ in $\Sigma_{2 \times n}$ can be viewed as the horizontal direct sum of two $1 \times n$ local patterns, i.e., $U_{1}$ and $U_{2}$, and also the vertical direct sums of $n$ many $2 \times 1$ local patterns. As in (1.2.9), all patterns in $\Sigma_{2 \times n}$ can be arranged by the ordering matrix

$$
\begin{equation*}
\mathbf{X}_{n}=\left[x_{n ; i_{1} i_{2}}\right] \tag{1.2.24}
\end{equation*}
$$

a $2^{n} \times 2^{n}$ matrix with entry $x_{n ; i_{1} i_{2}}=x_{n ; i_{1}} \oplus x_{n ; i_{2}}$, where $\chi\left(U_{1}\right)=i_{1}$ and $\chi\left(U_{2}\right)=i_{2}$ as in (1.2.4) and (1.2.5), $1 \leq i_{1}, i_{2} \leq 2^{n}$. On the other hand, for two $2 \times 2$ patterns $y_{j_{1} j_{2}}$ and $y_{j_{2} j_{3}}$, we can attach them together to become a $2 \times 3$ pattern $y_{j_{1} j_{2} j_{3}}$, since the second row in $y_{j_{1} j_{2}}$ and the first row of $y_{j_{2} j_{3}}$ are identical, i.e.,

$$
\begin{align*}
y_{j_{1} j_{2} j_{3}} & \equiv y_{j_{1} j_{2}} \hat{\oplus} y_{j_{2} j_{3}}  \tag{1.2.25}\\
& \equiv y_{j_{1}} \oplus y_{j_{2}} \oplus y_{j_{3}}
\end{align*}
$$

Herein, a wedge direct sum $\hat{\oplus}$ is used for $2 \times 2$ patterns whenever they can be attached together. In this way, a $2 \times n$ pattern $y_{j_{1} \cdots j_{n}}$ is obtained from $n-1$ many $2 \times 2$ patterns $y_{j_{1} j_{2}}, y_{j_{2} j_{3}}, \cdots, y_{j_{n-1} j_{n}}$ by

$$
\begin{align*}
y_{j_{1} \cdots j_{n}} & \equiv y_{j_{1} j_{2}} \hat{\oplus} y_{j_{2} j_{3}} \hat{\oplus} \cdots \hat{\oplus} y_{j_{n-1} j_{n}}  \tag{1.2.26}\\
& \equiv y_{j_{1}} \oplus y_{j_{2}} \oplus \cdots \oplus y_{j_{n}}
\end{align*}
$$

where $1 \leq j_{k} \leq 4$, and $1 \leq k \leq n$. Now, $\mathbf{X}_{n}$ in $y$ expression can be obtained as follows.

Theorem 1.1. For any $n \geq 2, \Sigma_{2 \times n}=\left\{y_{j_{1} \cdots j_{n}}\right\}$, where $y_{j_{1} \cdots j_{n}}$ is given in (1.2.26). Furthermore, the ordering matrix $\mathbf{X}_{n}$ can be decomposed by $n$ $Z$-maps successively as

$$
\begin{gather*}
\mathbf{X}_{n}=\left[\begin{array}{cc}
Y_{n ; 1} & Y_{n ; 2} \\
Y_{n ; 3} & Y_{n ; 4}
\end{array}\right],  \tag{1.2.27}\\
Y_{n ; j_{1} \cdots j_{k}}=\left[\begin{array}{cc}
Y_{n ; j_{1} \cdots j_{k} 1} & Y_{n ; j_{1} \cdots j_{k} 2} \\
Y_{n ; j_{1} \cdots j_{k} 3} & Y_{n ; j_{1} \cdots j_{k} 4}
\end{array}\right], \tag{1.2.28}
\end{gather*}
$$

for $1 \leq k \leq n-2$, and

$$
Y_{n ; j_{1} \cdots j_{n-1}}=\left[\begin{array}{ll}
y_{j_{1} \cdots j_{n-1} 1} & y_{j_{1} \cdots j_{n-1} 2}  \tag{1.2.29}\\
y_{j_{1} \cdots j_{n-1} 3} & y_{j_{1} \cdots j_{n-1} 4}
\end{array}\right] .
$$

Proof. From (1.2.12), (1.2.14) and (1.2.15), we have following table.

| $j_{l}$ | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- |
| $u_{1 l}$ | 0 | 0 | 1 | 1 |
| $u_{2 l}$ | 0 | 1 | 0 | 1 |

Table 2.1
For any $n \geq 2$, by (1.2.12),(1.2.14) and (1.2.15), it is easy to generalize (1.2.18) and (1.2.19) to

$$
\begin{equation*}
i_{n ; 1}=1+\sum_{l=1}^{n}\left[\frac{j_{l}-1}{2}\right] 2^{n-l}, \tag{1.2.30}
\end{equation*}
$$

and

$$
\begin{equation*}
i_{n ; 2}=1+\sum_{l=1}^{n}\left\{j_{l}-1-2\left[\frac{j_{l}-1}{2}\right]\right\} 2^{n-l} \tag{1.2.31}
\end{equation*}
$$

From (1.2.30) and (1.2.31), we have

$$
\begin{equation*}
i_{n+1 ; 1}=2 i_{n ; 1}-1+\left[\frac{j_{n+1}-1}{2}\right], \tag{1.2.32}
\end{equation*}
$$

and

$$
\begin{equation*}
i_{n+1 ; 2}=2 i_{n ; 2}-1+\left\{j_{n+1}-1-2\left[\frac{j_{n+1}-1}{2}\right]\right\} \tag{1.2.33}
\end{equation*}
$$

Now, by induction on $n$ the theorem follows from last two formulas and the table 2.1. The proof is complete.

Remark 1.2. The ordering matrix on $\Sigma_{m \times n}$ can also be introduced accordingly. However, when spatial entropy $h(\mathcal{B})$ of $\Sigma(\mathcal{B})$ is computed, only $\lambda_{n}$, the largest eigenvalue of $\mathbf{T}_{n}(\mathcal{B})$ must be known. Section 1.3 provides further details.

### 1.2.2 More Symbols on Larger Lattices

The idea introduced in the last section can be generalized to more symbols on $\mathbf{Z}_{m \times m}$, where $m \geq 3$. We first treat a case when $m$ is even. Indeed, assume that $m=2 \ell, \ell \geq 2$ and $\mathcal{S}$ contains $p$ elements. Now, we introduce the ordering matrices $\mathbf{X}_{2}=\left[x_{i_{1} i_{2}}\right]$ and $\mathbf{Y}_{2}=\left[y_{j_{1} j_{2}}\right]$ to $\Sigma_{2 \ell \times 2 \ell}$ as follows. Let $q=p^{\ell^{2}}, \mathbf{X}_{2}$ can be expressed by $y_{j_{1} j_{2}}$, i.e.,

$$
\mathbf{X}_{2}=\left[\begin{array}{cccc}
Y_{1} & Y_{2} & \cdots & Y_{q}  \tag{1.2.34}\\
Y_{q+1} & Y_{q+2} & \cdots & Y_{2 q} \\
\vdots & \vdots & \ddots & \vdots \\
Y_{(q-1) q+1} & Y_{(q-1) q+2} & \cdots & Y_{q^{2}}
\end{array}\right]_{q \times q}
$$

with

$$
Y_{j_{1}}=\left[\begin{array}{ccc}
y_{j_{1}, 1} & \cdots & y_{j_{1}, q}  \tag{1.2.35}\\
y_{j_{1}, q+1} & \cdots & y_{j_{1}, 2 q} \\
\vdots & \ddots & \vdots \\
y_{j_{1},(q-1) q+1} & \cdots & y_{j_{1}, q^{2}}
\end{array}\right]_{q \times q}
$$

Now, we can state recursion formulas for higher ordering matrix $\mathbf{X}_{n}=$ $\left[x_{n ; i_{1} i_{2}}\right]_{q^{n} \times q^{n}}$ as follows and omit the proof for brevity.

Theorem 1.3. Suppose we have $p$ symbols, $p \geq 2$ and let $q=p^{\ell^{2}}, \ell \geq 2$. For any $n \geq 2, \Sigma_{2 \ell \times n \ell}=\left\{y_{j_{1} j_{2} \cdots j_{n}}\right\}$, where $y_{j_{1} j_{2} \cdots j_{n}} \equiv y_{j_{1} j_{2}} \hat{\oplus} y_{j_{2} j_{3}} \hat{\oplus} \cdots \hat{\oplus} y_{j_{n-1} j_{n}}$, $1 \leq j_{k} \leq q^{2}$ and $1 \leq k \leq n$. Furthermore, the ordering matrix $\mathbf{X}_{n}$ can be decomposed by $n Z$-maps successively as

$$
\begin{gather*}
\mathbf{X}_{n}=\left[\begin{array}{cccc}
Y_{n ; 1} & Y_{n ; 2} & \cdots & Y_{n ; q} \\
Y_{n ; q+1} & Y_{n ; q+2} & \cdots & Y_{n ; 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
Y_{n ;(q-1) q+1} & Y_{n ;(q-1) q+2} & \cdots & Y_{n ; q^{2}}
\end{array}\right]  \tag{1.2.36}\\
Y_{n ; j_{1} \cdots j_{k}}= \\
{\left[\begin{array}{ccccc}
Y_{n ; j_{1}, \cdots, j_{k}, 1} & Y_{n ; j_{1}, \cdots, j_{k}, 2} & \cdots & Y_{n ; j_{1}, \cdots, j_{k}, q} \\
Y_{n ; j_{1}, \cdots, j_{k}, q+1} & Y_{n ; j_{1}, \cdots, j_{k}, q+2} & \cdots & Y_{n ; j_{1}, \cdots, j_{k}, 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
Y_{n ; j_{1}, \cdots, j_{k},(q-1) q+1} & Y_{n ; j_{1}, \cdots, j_{k},(q-1) q+2} & \cdots & Y_{n ; j_{1}, \cdots, j_{k}, q^{2}}
\end{array}\right]} \tag{1.2.37}
\end{gather*}
$$

for $1 \leq k \leq n-2$,

$$
\begin{align*}
& Y_{n ; j_{1} \cdots j_{n-1}}= \\
& {\left[\begin{array}{cccc}
y_{j_{1}, \cdots, j_{n-1}, 1} & y_{j_{1}, \cdots, j_{n-1}, 2} & \cdots & y_{j_{1}, \cdots, j_{n-1}, q} \\
y_{j_{1}, \cdots, j_{n-1}, q+1} & y_{j_{1}, \cdots, j_{n-1}, q+2} & \cdots & y_{j_{1}, \cdots, j_{n-1}, 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
y_{j_{1}, \cdots, j_{n-1},(q-1) q+1} & y_{j_{1}, \cdots, j_{n-1},(q-1) q+2} & \cdots & y_{j_{1}, \cdots, j_{n-1}, q^{2}}
\end{array}\right] .} \tag{1.2.38}
\end{align*}
$$

## § 1.3 Transition matrices

This section derives the transition matrices $\mathbf{T}_{n}$ for a given basic set $\mathcal{B}$. For simplicity, the study of two symbols $\mathcal{S}=\{0,1\}$ on $2 \times 2$ lattice $\mathbf{Z}_{2 \times 2}$ in two dimensional lattice space $\mathbf{Z}^{2}$ is of particular focus. The results can be extended to general cases.

### 1.3.1 $2 \times 2$ systems

Given a basic set $\mathcal{B} \subset \Sigma_{2 \times 2}$, horizontal and vertical transition matrices $H_{2}$ and $V_{2}$ can be defined by

$$
\begin{equation*}
H_{2}=\left[h_{i_{1} i_{2}}\right] \text { and } V_{2}=\left[v_{j_{1} j_{2}}\right], \tag{1.3.1}
\end{equation*}
$$

two $4 \times 4$ matrices with entries either 0 or 1 , according to following rules:

$$
\left\{\begin{align*}
h_{i_{1} i_{2}} & =1 \quad \text { if } \quad x_{i_{1} i_{2}} \in \mathcal{B}  \tag{1.3.2}\\
& =0 \quad \text { if } \quad x_{i_{1} i_{2}} \in \Sigma_{2 \times 2}-\mathcal{B}
\end{align*}\right.
$$

and

$$
\left\{\begin{array}{rlll}
v_{j_{1} j_{2}} & =1 & \text { if } & y_{j_{1} j_{2}} \in \mathcal{B}  \tag{1.3.3}\\
=0 & \text { if } & y_{j_{1} j_{2}} \in \Sigma_{2 \times 2}-\mathcal{B} .
\end{array}\right.
$$

Obviously, $h_{i_{1} i_{2}}=v_{j_{1} j_{2}}$, where $\left(i_{1}, i_{2}\right)$ and $\left(j_{1}, j_{2}\right)$ are related according to (1.2.16) $\sim(1.2 .19)$. Now, the transition matrix $\mathbf{T}_{2}$ for $\mathcal{B}$ can be defined by

$$
\begin{align*}
\mathbf{T}_{2} & \equiv \mathbf{T}_{2}(\mathcal{B}) \\
& =\left[\begin{array}{llll}
v_{11} & v_{12} & v_{21} & v_{22} \\
v_{13} & v_{14} & v_{23} & v_{24} \\
v_{31} & v_{32} & v_{41} & v_{42} \\
v_{33} & v_{34} & v_{43} & v_{44}
\end{array}\right] . \tag{1.3.4}
\end{align*}
$$

Define

$$
\begin{equation*}
v_{j_{1} j_{2} \cdots j_{n}}=v_{j_{1} j_{2}} \cdot v_{j_{2} j_{3}} \cdots v_{j_{n-1} j_{n}} \tag{1.3.5}
\end{equation*}
$$

and

$$
\mathbf{T}_{n}=\left[v_{j_{1} j_{2} \cdots j_{n}}\right],
$$

then the transition matrix $\mathbf{T}_{n}$ for $\mathcal{B}$ defined on $\mathbf{Z}_{2 \times n}$ is a $2^{n} \times 2^{n}$ matrix with entries $v_{j_{1} \cdots j_{n}}$, which are either 1 or 0 , by substituting $y_{j_{1} \cdots j_{n}}$ by $v_{j_{1} \cdots j_{n}}$ in $\mathbf{X}_{n}$, see (1.2.27)~(1.2.29).

In the following, we give some interpretations for $\mathbf{T}_{n}$, one from an algebraic perspective and the other from Lindenmayer system (for details see Remark 1.5 ). For clarity, $\mathbf{T}_{3}$ can be written in a complete form as

$$
\left[\begin{array}{llllllll}
v_{11} v_{11} & v_{11} v_{12} & v_{12} v_{21} & v_{12} v_{22} & v_{21} v_{11} & v_{21} v_{12} & v_{22} v_{21} & v_{22} v_{22}  \tag{1.3.6}\\
v_{11} v_{13} & v_{11} v_{14} & v_{12} v_{23} & v_{12} v_{24} & v_{21} v_{13} & v_{21} v_{14} & v_{22} v_{23} & v_{22} v_{24} \\
v_{13} v_{31} & v_{13} v_{32} & v_{14} v_{41} & v_{14} v_{42} & v_{23} v_{31} & v_{23} v_{32} & v_{24} v_{41} & v_{24} v_{42} \\
v_{13} v_{33} & v_{13} v_{34} & v_{14} v_{43} & v_{14} v_{44} & v_{23} v_{33} & v_{23} v_{34} & v_{24} v_{43} & v_{24} v_{44} \\
v_{31} v_{11} & v_{31} v_{12} & v_{32} v_{21} & v_{32} v_{22} & v_{41} v_{11} & v_{41} v_{12} & v_{42} v_{21} & v_{42} v_{22} \\
v_{31} v_{13} & v_{31} v_{14} & v_{32} v_{23} & v_{32} v_{24} & v_{41} v_{13} & v_{41} v_{14} & v_{42} v_{23} & v_{42} v_{24} \\
v_{33} v_{31} & v_{33} v_{32} & v_{34} v_{41} & v_{34} v_{42} & v_{43} v_{31} & v_{43} v_{32} & v_{44} v_{41} & v_{44} v_{42} \\
v_{33} v_{33} & v_{33} v_{34} & v_{34} v_{43} & v_{34} v_{44} & v_{43} v_{33} & v_{43} v_{34} & v_{44} v_{43} & v_{44} v_{44}
\end{array}\right]
$$

From an algebraic perspective, $\mathbf{T}_{3}$ can be defined through the classical Kronecker product (or tensor product) $\otimes$ and Hadamard product $\odot$. Indeed, for any two matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{k l}\right)$, the Kronecker product of $A \otimes B$ is defined by

$$
\begin{equation*}
A \otimes B=\left(a_{i j} B\right) \tag{1.3.7}
\end{equation*}
$$

On the other hand, for any two $n \times n$ matrices

$$
C=\left(c_{i j}\right) \text { and } D=\left(d_{i j}\right),
$$

where $c_{i j}$ and $d_{i j}$ are numbers or matrices. Then, Hadamard product of $C \odot D$ is defined by

$$
\begin{equation*}
C \odot D=\left(c_{i j} \cdot d_{i j}\right) \tag{1.3.8}
\end{equation*}
$$

where the product $c_{i j} \cdot d_{i j}$ of $c_{i j}$ and $d_{i j}$ may be multiplication of numbers, numbers and matrices or matrices whenever it is well-defined. For instance, $c_{i j}$ is number and $d_{i j}$ is matrix.
Denoted by

$$
\mathbf{T}_{2}=\left[\begin{array}{ll}
T_{1} & T_{2}  \tag{1.3.9}\\
T_{3} & T_{4}
\end{array}\right]
$$

where $T_{k}$ is a $2 \times 2$ matrix with

$$
T_{k}=\left[\begin{array}{ll}
v_{k 1} & v_{k 2}  \tag{1.3.10}\\
v_{k 3} & v_{k 4}
\end{array}\right] .
$$

Then, using Hadamard product, (1.3.6) can be written as

$$
\mathbf{T}_{3}=\left[\begin{array}{llll}
v_{11} & v_{12} & v_{21} & v_{22}  \tag{1.3.11}\\
v_{13} & v_{14} & v_{23} & v_{24} \\
v_{31} & v_{32} & v_{41} & v_{42} \\
v_{33} & v_{34} & v_{43} & v_{44}
\end{array}\right] \odot\left[\begin{array}{llll}
T_{1} & T_{2} & T_{1} & T_{2} \\
T_{3} & T_{4} & T_{3} & T_{4} \\
T_{1} & T_{2} & T_{1} & T_{2} \\
T_{3} & T_{4} & T_{3} & T_{4}
\end{array}\right]
$$

and can also be written by Kronecker product with Hadamard product as

$$
\mathbf{T}_{3}=\left(\mathbf{T}_{2}\right)_{4 \times 4} \odot\left[\left[\begin{array}{ll}
1 & 1  \tag{1.3.12}\\
1 & 1
\end{array}\right] \otimes\left[\begin{array}{ll}
T_{1} & T_{2} \\
T_{3} & T_{4}
\end{array}\right]\right]
$$

where $\left(\mathbf{T}_{2}\right)_{4 \times 4}$ is interpreted as a $4 \times 4$ matrix given as in (1.3.4). Hereinafter, $(M)_{k \times k}$ is used as the $k \times k$ matrix; its entries may also be matrices.

Furthermore, by (1.3.9) and (1.3.12), $\mathbf{T}_{3}$ can also be written as

$$
\mathbf{T}_{3}=\left[\begin{array}{cc}
T_{1} \odot \mathbf{T}_{2} & T_{2} \odot \mathbf{T}_{2}  \tag{1.3.13}\\
T_{3} \odot \mathbf{T}_{2} & T_{4} \odot \mathbf{T}_{2}
\end{array}\right]
$$

Now, from the perspective of Lindenmayer system, (1.3.13) can be interpreted as a rewriting rule as follows:

To construct $\mathbf{T}_{3}$ from $\mathbf{T}_{2}$, simply replace $T_{k}$ in (1.3.9) by $T_{k} \odot \mathbf{T}_{2}$, i.e,

$$
T_{k} \longmapsto T_{k} \odot \mathbf{T}_{2}=\left[\begin{array}{cc}
v_{k 1} T_{1} & v_{k 2} T_{2}  \tag{1.3.14}\\
v_{k 3} T_{3} & v_{k 4} T_{4}
\end{array}\right]
$$

Now, $\mathbf{T}_{3}$ can be written as

$$
\mathbf{T}_{3}=\left[\begin{array}{llll}
v_{11} T_{1} & v_{12} T_{2} & v_{21} T_{1} & v_{22} T_{2}  \tag{1.3.15}\\
v_{13} T_{3} & v_{14} T_{4} & v_{23} T_{3} & v_{24} T_{4} \\
v_{31} T_{1} & v_{32} T_{2} & v_{41} T_{1} & v_{42} T_{2} \\
v_{33} T_{3} & v_{34} T_{4} & v_{43} T_{3} & v_{44} T_{4}
\end{array}\right]
$$

Since $v_{k j}$ is either 0 or 1 . The entries of $\mathbf{T}_{3}$ in (1.3.15) are $T_{k}$, i.e, $T_{k}$ can be taken as the "basic element" in constructing $\mathbf{T}_{n}, n \geq 3$. As demonstrated later that(1.3.14) is an efficient means of constructing $\mathbf{T}_{n+1}$ from $\mathbf{T}_{n}$ for any $n \geq 2$.

Now, by induction on $n$, the following properties of transition matrix $\mathbf{T}_{n}$ on $\mathbf{Z}_{2 \times n}$ can be easily proven.

Theorem 1.4. Let $\mathrm{T}_{2}$ be a transition matrix given by (1.3.4). Then, for higher order transition matrices $\mathbf{T}_{n}, n \geq 3$, we have the following three equivalent expressions
(I) $\mathrm{T}_{n}$ can be decomposed into n successive $2 \times 2$ matrices (or n -successive $Z$-maps) as follows:

$$
\begin{gathered}
\mathbf{T}_{n}=\left[\begin{array}{ll}
T_{n ; 1} & T_{n ; 2} \\
T_{n ; 3} & T_{n ; 4}
\end{array}\right], \\
T_{n ; j_{1} \cdots j_{k}}=\left[\begin{array}{ll}
T_{n ; j_{1} \cdots j_{k} 1} & T_{n ; j_{1} \cdots j_{k} 2} \\
T_{n ; j_{1} \cdots j_{k} 3} & T_{n ; j_{1} \cdots j_{k} 4}
\end{array}\right],
\end{gathered}
$$

for $1 \leq k \leq n-2$ and

$$
T_{n_{; j 1} \cdots j_{n-1}}=\left[\begin{array}{ll}
v_{j_{1} \cdots j_{n-1} 1} & v_{j_{1} \cdots j_{n-1}} \\
v_{j_{1} \cdots j_{n-1} 3} & v_{j_{1} \cdots j_{n-1}}
\end{array}\right] .
$$

Furthermore,

$$
T_{n ; k}=\left[\begin{array}{cc}
v_{k 1} T_{n-1 ; 1} & v_{k 2} T_{n-1 ; 2}  \tag{1.3.16}\\
v_{k 3} T_{n-1 ; 3} & v_{k 4} T_{n-1 ; 4}
\end{array}\right]
$$

(II) Starting from

$$
\mathbf{T}_{2}=\left(\begin{array}{ll}
T_{1} & T_{2} \\
T_{3} & T_{4}
\end{array}\right)
$$

with

$$
T_{k}=\left(\begin{array}{ll}
v_{k 1} & v_{k 2} \\
v_{k 3} & v_{k 4}
\end{array}\right)
$$

$\mathbf{T}_{n}$ can be obtained from $\mathbf{T}_{n-1}$ by replacing $T_{k}$ by $T_{k} \odot \mathbf{T}_{2}$ according to (1.3.14).
(III)

$$
\mathbf{T}_{n}=\left(\mathbf{T}_{n-1}\right)_{2^{n-1} \times 2^{n-1}} \odot\left(E_{2^{n-2}} \otimes\left(\begin{array}{ll}
T_{1} & T_{2} \\
T_{3} & T_{4}
\end{array}\right)\right)
$$

where $E_{2^{k}}$ is the $2^{k} \times 2^{k}$ matrix with 1 as its entries.

## Proof.

(I)The proof is simply replaced $Y_{n ; j_{1} \cdots j_{k}}$ and $y_{j_{1} \cdots j_{n}}$ by $T_{n ; j_{1} \cdots j_{k}}$ and $v_{j_{1} \cdots j_{n}}$ in Theorem 2.1, respectively.
(II) follow from (I) directly.
(III) follow from (I), we have

$$
\mathbf{T}_{n}=\left[\begin{array}{cc}
T_{n ; 1} & T_{n ; 2} \\
T_{n ; 3} & T_{n ; 4}
\end{array}\right]
$$

And by (1.3.16), we get following formula.

$$
\begin{aligned}
\mathbf{T}_{n} & =\left[\begin{array}{llll}
v_{11} T_{n ; 1} & v_{12} T_{n ; 2} & v_{21} T_{n ; 1} & v_{22} T_{n ; 2} \\
v_{13} T_{n ; 3} & v_{14} T_{n ; 4} & v_{23} T_{n ; 3} & v_{24} T_{n ; 4} \\
v_{31} T_{n ; 1} & v_{32} T_{n ; 2} & v_{41} T_{n ; 1} & v_{42} T_{n ; 2} \\
v_{33} T_{n ; 3} & v_{34} T_{n ; 4} & v_{43} T_{n ; 3} & v_{44} T_{n ; 4}
\end{array}\right] \\
& =\left(\mathbf{T}_{n-1}\right)_{2^{n-1} \times 2^{n-1}} \odot\left(\begin{array}{lll}
E_{2^{n-2}} & \otimes\left(\begin{array}{ll}
T_{1} & T_{2} \\
T_{3} & T_{4}
\end{array}\right)
\end{array}\right)
\end{aligned}
$$

The proof is complete.

Remark 1.5. While studying the growth processes of plants, Lindenmayer, e.g.[39], derived a developmental algorithm, i.e., a set of rules which describes plant development in time. Thereafter, a system with a set of rewriting rules was called Lindenmayer system or L-system. From Theorem 1.4(III), the family of transition matrices $\left\{\mathbf{T}_{n}\right\}_{n \geq 2}$ is a two-dimensional L-system with a rewriting rule(1.3.16). Similar to many L-systems, our system $\mathbf{T}_{n}$ also enjoys the simplicity of recursion formulas and self-similarity.

As for spatial entropy $h(\mathcal{B})$, we have the following theorem.
Theorem 1.6. Given a basic set $\mathcal{B} \subset \Sigma_{2 \times 2}$, let $\lambda_{n}$ be the largest eigenvalue of the associated transition matrix $\mathbf{T}_{n}$ which is defined in Theorem 1.4. Then,

$$
\begin{equation*}
h(\mathcal{B})=\lim _{n \rightarrow \infty} \frac{\log \lambda_{n}}{n} . \tag{1.3.17}
\end{equation*}
$$

Proof. By the same arguments as in [13], the limit (1.1.2) is well-defined and exists. From the construction of $\mathbf{T}_{n}$, we observe that for $m \geq 2$,

$$
\begin{align*}
\Gamma_{m \times n}(\mathcal{B}) & =\sum_{1 \leq i, j \leq 2^{n}}\left(\mathbf{T}_{n}^{m-1}\right)_{i, j}  \tag{1.3.18}\\
& \equiv \#\left(\mathbf{T}_{n}^{m-1}\right) .
\end{align*}
$$

As in a one dimensional case, we have

$$
\lim _{m \rightarrow \infty} \frac{\log \#\left(\mathbf{T}_{n}^{m-1}\right)}{m}=\log \lambda_{n}
$$

e.g. [42]. Therefore,

$$
\begin{aligned}
h(\mathcal{B}) & =\lim _{m, n \rightarrow \infty} \frac{\log \Gamma_{m \times n}(\mathcal{B})}{m n} \\
& =\lim _{n \rightarrow \infty} \frac{1}{n}\left(\lim _{m \rightarrow \infty} \frac{\log \Gamma_{m \times n}(\mathcal{B})}{m}\right) \\
& =\lim _{n \rightarrow \infty} \frac{\log \lambda_{n}}{n} .
\end{aligned}
$$

The proof is complete.

### 1.3.2 Computation of Maximum Eigenvalues and Spatial Entropy

Given a transition matrix $\mathbf{T}_{2}$, for any $n \geq 2$, the characteristic polynomials $\left|\mathbf{T}_{n}-\lambda\right|$ are of degree $2^{n}$. In general, computing or estimating the largest eigenvalue $\lambda_{n}=\lambda_{n}\left(\mathbf{T}_{2}\right)$ of $\left|\mathbf{T}_{n}-\lambda\right|$ for a large n is relatively difficult. However, in this section, we present a class of $\mathbf{T}_{2}$ in which $\lambda_{n}\left(\mathbf{T}_{2}\right)$ can be computed explicitly. Indeed, assume that $\mathbf{T}_{2}$ has the form of $\left[\begin{array}{ll}A & B \\ B & A\end{array}\right]$ in (1.3.9), i.e.,

$$
T_{1}=T_{4}=A=\left[\begin{array}{ll}
a & a_{2}  \tag{1.3.19}\\
a_{3} & a
\end{array}\right]
$$

and

$$
T_{2}=T_{3}=B=\left[\begin{array}{ll}
b & b_{2}  \tag{1.3.20}\\
b_{3} & b
\end{array}\right]
$$

where $a, a_{2}, a_{3}, b, b_{2}$ and $b_{3}$ are either 0 or 1 .
We need the following lemma.
Lemma 1.7. Let A and B be non-negative and non-zero $m \times m$ matrices, respectively, and $\alpha$ and $\beta$ are positive numbers. The maximum eigenvalue of $\left[\begin{array}{cc}A & \alpha B \\ \beta B & A\end{array}\right]$ is then the maximum eigenvalue of

$$
A+\sqrt{\alpha \beta} B
$$

Proof. Consider

$$
\left|\begin{array}{cc}
A-\lambda & \alpha B \\
\beta B & A-\lambda
\end{array}\right|=0
$$

For $|A-\lambda| \neq 0$, the last equation is equivalent to

$$
\left|\begin{array}{cc}
A-\lambda & B \\
0 & (A-\lambda)-\alpha \beta B(A-\lambda)^{-1} B
\end{array}\right|=0
$$

or

$$
\left|I-\alpha \beta\left((A-\lambda)^{-1} B\right)^{2}\right|=0
$$

Then, we have

$$
|A+\sqrt{\alpha \beta} B-\lambda|=0 \text { or }|A-\sqrt{\alpha \beta} B-\lambda|=0
$$

Since A and B are non-negative and $\alpha$ and $\beta$ are positive, verifying that the maximum eigenvalue $\lambda$ of $\left[\begin{array}{rr}A & \alpha B \\ \beta B & A\end{array}\right]$ and $A+\sqrt{\alpha \beta} B$ are equal is relatively easy. The proof is complete.

Now, we can state our computation results for $\lambda_{n}\left(\mathbf{T}_{2}\right)$ when $\mathbf{T}_{2}$ satisfies (1.3.19) and (1.3.20).

Theorem 1.8. Assume that $\mathbf{T}_{2}=\left[\begin{array}{cc}A & B \\ B & A\end{array}\right]$ and $A=\left[\begin{array}{cc}a & a_{2} \\ a_{3} & a\end{array}\right]$ and $B=$ $\left[\begin{array}{cc}b & b_{2} \\ b_{3} & b\end{array}\right]$ where $a, b, a_{2}, a_{3}, b_{2}, b_{3} \in\{0,1\}$. For $n \geq 2$, let $\lambda_{n}$ be the largest eigenvalue of

$$
\left|\mathbf{T}_{n}-\lambda\right|=0
$$

Then

$$
\begin{equation*}
\lambda_{n}=\alpha_{n-1}+\beta_{n-1}, \tag{1.3.21}
\end{equation*}
$$

where $\alpha_{k}$ and $\beta_{k}$ satisfy the following recursion relations:

$$
\begin{align*}
\alpha_{k+1} & =a \alpha_{k}+b \beta_{k}  \tag{1.3.22}\\
\beta_{k+1} & =\sqrt{\left(a_{2} \alpha_{k}+b_{2} \beta_{k}\right)\left(a_{3} \alpha_{k}+b_{3} \beta_{k}\right)} \tag{1.3.23}
\end{align*}
$$

for $k \geq 0$, and

$$
\begin{equation*}
\alpha_{0}=\beta_{0}=1 \tag{1.3.24}
\end{equation*}
$$

Furthermore, the spatial entropy $h\left(\mathbf{T}_{2}\right)$ is equal to $\log \xi_{*}$, where $\xi_{*}$ is the maximum root of the following polynomials $Q(\xi)$ :
(I) if $a_{2}=a_{3}=1$,

$$
\begin{align*}
Q(\xi) \equiv & 4 \xi^{2}(\xi-a)^{2}+\left(\gamma^{2}-4 \delta\right)(\xi-a)^{2} \\
& -\gamma^{2} \xi^{2}-2 \gamma(2 b-a \gamma) \xi-(2 b-a \gamma)^{2} \tag{1.3.25}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma=b_{2}+b_{3} \text { and } \delta=b_{2} b_{3} \tag{1.3.26}
\end{equation*}
$$

(II) if $a_{2} a_{3}=0$ and $a_{2} b_{3}+a_{3} b_{2}=1$,

$$
\begin{equation*}
Q(\xi) \equiv \xi^{3}-a \xi^{2}-\delta \xi+a \delta-b \tag{1.3.27}
\end{equation*}
$$

Moreover, if $a_{2} a_{3}=0$ and $a_{2} b_{3}+a_{3} b_{2}=0$, then $h\left(\mathbf{T}_{2}\right)=0$.

Proof. Owing to the special structure of $\mathbf{T}_{2}$, it is easy to verify that for any $k \geq 2$, we have

$$
\mathbf{T}_{k}=\left[\begin{array}{ll}
A_{k} & B_{k} \\
B_{k} & A_{k}
\end{array}\right]
$$

and

$$
\mathbf{T}_{k+1}=\left[\begin{array}{ll}
A_{k+1} & B_{k+1} \\
B_{k+1} & A_{k+1}
\end{array}\right]
$$

here

$$
A_{k+1}=\mathbf{T}_{k} \odot A=\left[\begin{array}{cc}
a A_{k} & a_{2} B_{k}  \tag{1.3.28}\\
a_{3} B_{k} & a A_{k}
\end{array}\right]
$$

and

$$
B_{k+1}=\mathbf{T}_{k} \odot B=\left[\begin{array}{cc}
b A_{k} & b_{2} B_{k}  \tag{1.3.29}\\
b_{3} B_{k} & b A_{k}
\end{array}\right]
$$

$A_{2}=A$ and $B_{2}=B$. Now by Lemma 1.7,

$$
\left|\mathbf{T}_{n+1}-\lambda_{n+1}\right|=0
$$

implies

$$
\begin{equation*}
\left|A_{n+1}+B_{n+1}-\lambda_{n+1}\right|=0 \tag{1.3.30}
\end{equation*}
$$

Let

$$
\alpha_{0}=1 \text { and } \beta_{0}=1
$$

By induction on $k, 1 \leq k \leq n$, and using (1.3.28),(1.3.29),(1.3.30) and Lemma 1.7, it is straight forward to derive

$$
\begin{equation*}
\left|\alpha_{k} A_{n-k+1}+\beta_{k} B_{n-k+1}-\lambda_{n+1}\right|=0, \tag{1.3.31}
\end{equation*}
$$

with $\alpha_{k}$ and $\beta_{k}$ satisfy (1.3.22) and (1.3.23). In particular,

$$
\begin{align*}
\alpha_{n} & =a \alpha_{n-1}+b \beta_{n-1}  \tag{1.3.32}\\
\beta_{n} & =\left\{\left(a_{2} \alpha_{n-1}+b_{2} \beta_{n-1}\right)\left(a_{3} \alpha_{n-1}+b_{3} \beta_{n-1}\right)\right\}^{\frac{1}{2}} \tag{1.3.33}
\end{align*}
$$

and

$$
\lambda_{n+1}=\alpha_{n}+\beta_{n} .
$$

This proves the first part of the theorem.
The remainder of the proof, demonstrates that $h\left(\mathbf{T}_{2}\right)=\log \lambda_{*}$ where $\lambda_{*}$ is the maximum root of $Q(\lambda)$. From (1.3.33), we have

$$
\begin{align*}
\beta_{n}^{2}=a_{2} a_{3} \alpha_{n-1}^{2} & +\left(a_{2} b_{3}+a_{3} b_{2}\right) \alpha_{n-1} \beta_{n-1} \\
& +b_{2} b_{3} \beta_{n-1}^{2} \tag{1.3.34}
\end{align*}
$$

Now, in (1.3.34), we first solve $\alpha_{n-1}$ in terms of $\beta_{n-1}$ and $\beta_{n}$, then substitute $\alpha_{n-1}$ and $\alpha_{n}$ into (1.3.32) to obtain difference equations involving $\beta_{n+1}, \beta_{n}$ and $\beta_{n-1}$. There are two cases:

Case I. If $a_{2}=a_{3}=1$, then we have

$$
\begin{equation*}
\alpha_{n-1}=\frac{1}{2}\left\{-\gamma \beta_{n-1}+\left(4 \beta_{n}^{2}+\left(\gamma^{2}-4 \delta\right) \beta_{n-1}^{2}\right)^{\frac{1}{2}}\right\} . \tag{1.3.35}
\end{equation*}
$$

Substituting (1.3.35) into (1.3.32), yields

$$
\begin{align*}
\left(4 \beta_{n+1}^{2}+\left(\gamma^{2}-4 \delta\right) \beta_{n}^{2}\right)^{\frac{1}{2}}= & \gamma \beta_{n}+(2 b-a \gamma) \beta_{n-1} \\
& +a\left(4 \beta_{n}^{2}+\left(\gamma^{2}-4 \delta\right) \beta_{n-1}^{2}\right)^{\frac{1}{2}} \tag{1.3.36}
\end{align*}
$$

Now, let

$$
\begin{equation*}
\xi_{n}=\frac{\beta_{n}}{\beta_{n-1}} \tag{1.3.37}
\end{equation*}
$$

and after dividing (1.3.36) by $\beta_{n-1}$, we have

$$
\begin{equation*}
\xi_{n}\left\{4 \xi_{n+1}^{2}+\left(\gamma^{2}-4 \delta\right)\right\}^{\frac{1}{2}}=\gamma \xi_{n}+(2 b-a \gamma)+a\left\{4 \xi_{n}^{2}+\left(\gamma^{2}-4 \delta\right)\right\}^{\frac{1}{2}} \tag{1.3.38}
\end{equation*}
$$

(1.3.38) can be written as the following iteration map:

$$
\begin{equation*}
\xi_{n+1}=G_{1}\left(\xi_{n}\right) \tag{1.3.39}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{1}(\xi)=\frac{1}{2}\left\{4 \delta+2 \gamma g(\xi)+g^{2}(\xi)\right\}^{\frac{1}{2}} \tag{1.3.40}
\end{equation*}
$$

and

$$
\begin{equation*}
g(\xi)=(2 b-a \gamma) \xi^{-1}+a\left\{4+\left(\gamma^{2}-4 \delta\right) \xi^{-2}\right\}^{\frac{1}{2}} \tag{1.3.41}
\end{equation*}
$$

We first observe the fixed point $\xi_{*}$ of $G_{1}(\xi)$, i.e., $\xi_{*}=G\left(\xi_{*}\right)$, is a root of $Q(\xi)$. Indeed, by letting $\xi_{n}=\xi_{n+1}=\xi_{*}$ in (1.3.38), we have

$$
\left(\xi_{*}-a\right)\left(4 \xi_{*}^{2}+\left(\gamma^{2}-4 \delta\right)\right)^{\frac{1}{2}}=\gamma \xi_{*}+(2 b-a \gamma)
$$

which gives us $Q\left(\xi_{*}\right)=0$.
It can be proven that the maximum fixed point of $G_{1}(\xi)$ or the maximum root $\xi_{*}$ of $Q(\xi)=0$ satisfies $1 \leq \xi_{*} \leq 2$ and

$$
\begin{equation*}
\xi_{n} \rightarrow \xi_{*} \text { as } n \rightarrow \infty \tag{1.3.42}
\end{equation*}
$$

Details are omitted here for brevity. By (1.3.21), (1.3.35) and (1.3.37), we can also prove that

$$
\begin{equation*}
\frac{\lambda_{n+1}}{\lambda_{n}} \rightarrow \xi_{*} \text { as } n \rightarrow \infty \tag{1.3.43}
\end{equation*}
$$

Hence, $h\left(\mathbf{T}_{2}\right)=\log \xi_{*}$.

Case II. If $a_{2} a_{3}=0$ and $a_{2} b_{3}+a_{3} b_{2}=1$, then, from (1.3.33), we have

$$
\begin{equation*}
\alpha_{n-1}=\beta_{n}^{2} \beta_{n-1}^{-1}-\delta \beta_{n-1} . \tag{1.3.44}
\end{equation*}
$$

Again, substituting (1.3.44) into (1.3.32) and letting (1.3.37) lead to

$$
\begin{equation*}
\xi_{n+1}^{2} \xi_{n}-a \xi_{n}^{2}-\delta \xi_{n}+a \delta-b=0 \tag{1.3.45}
\end{equation*}
$$

i.e.,

$$
\xi_{n+1}=G_{2}\left(\xi_{n}\right),
$$

where

$$
\begin{equation*}
G_{2}(\xi)=\left\{a \xi+\delta+(b-a \delta) \xi^{-1}\right\}^{\frac{1}{2}} . \tag{1.3.46}
\end{equation*}
$$

The maximum fixed point $\xi_{*}$ of (1.3.46) is the maximum root of $Q(\xi)=0$ in (1.3.27). It can also be proven that (1.3.42) and (1.3.43) holds in this case.

Finally, if $a_{2} a_{3}=0$ and $a_{2} b_{3}+a_{3} b_{2}=0$, then $\beta_{n}$ are all equal for $n \geq 1$. Hence, $\alpha_{n}$ is at most linear growth in $n$, implying that $h\left(\mathbf{T}_{2}\right)=0$. The proof is thus complete.

For completeness, we list all $\mathbf{T}_{2}$ which satisfy (1.3.19) and (1.3.20) and have positive entropy $h\left(\mathbf{T}_{2}\right)$. The table is arranged based on the magnitude of $h\left(T_{2}\right)$. The polynomial $Q($.$) in either (1.3.25) or (1.3.27) has been simplified$ whenever possible.

|  | $A \quad B$ | $Q(\lambda)$ | $\lambda_{*}$ |
| :---: | :---: | :---: | :---: |
| (1) | $\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right] \quad\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$ | $\lambda-2$ | 2 |
| (2) | $\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right] \quad\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ or $\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$ | $\lambda^{3}-2 \lambda^{2}+\lambda-1$ | (i) |
| (3) ( $\alpha$ ) | $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ or $\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right] \quad\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$ | $\lambda^{2}-\lambda-1$ | $g$ |
| (3)( $\beta$ ) | $\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right] \quad\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ | $\lambda^{2}-\lambda-1$ | $g$ |
| $(3)(\gamma)$ | $\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right] \quad\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$ | $\lambda^{2}-\lambda-1$ | $g$ |
| (4) | $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right] \quad\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$ | $\lambda^{3}-\lambda^{2}-1$ | (ii) |
|  | $\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right] \quad\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ |  |  |
| (5) | $\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ or $\left[\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right] \quad\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$ | $\lambda^{3}-\lambda-1$ | (iii) |
| (6) | $\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right] \quad\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ or $\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$ | $\lambda^{4}-\lambda-1$ | (iv) |

(i) $\lambda_{*} \doteq 1.75488$, (ii) $\lambda_{*} \doteq 1.46557$, (iii) $\lambda_{*} \doteq 1.32472$, (iv) $\lambda_{*} \doteq 1.22074$ where, $g \doteq 1.61803$, is the golden mean, a root of $\lambda^{2}-\lambda-1=0$.

Table 1.1
The recursion formulas for $\lambda_{n}$ are
(1) $\quad \lambda_{n}=2^{n}$,

$$
\begin{align*}
& \lambda_{n+1}=\lambda_{n}+\left(\lambda_{n} \lambda_{n-1}\right)^{\frac{1}{2}},  \tag{2}\\
& \text { (3) ( } \alpha \text { ) } \quad \lambda_{n+1}=\lambda_{n}+\left(\lambda_{n}\left(\lambda_{n}-\lambda_{n-1}\right)\right)^{\frac{1}{2}} \text {, } \\
& \text { ( } \beta \text { ) } \quad \lambda_{n+1}=\lambda_{n}+\lambda_{n-1}, \\
& \text { ( } \gamma) \quad \lambda_{n+1}=\lambda_{n}+\lambda_{n-1}, \\
& \lambda_{n+1}=\lambda_{n}+\left(\lambda_{n-1}\left(\lambda_{n}-\lambda_{n-1}\right)\right)^{\frac{1}{2}},  \tag{4}\\
& \lambda_{n+1}=\left(\lambda_{n} \beta_{n-1}\right)^{\frac{1}{2}}+\beta_{n-1},  \tag{5}\\
& \text { where } \beta_{n-1}=\lambda_{n}-\lambda_{n-1}+\cdots+(-1)^{n} \text {, } \\
& \lambda_{n+1}=\lambda_{n}+\left(\lambda_{n} \beta_{n-2}\right)^{\frac{1}{2}}-\beta_{n-2} . \tag{6}
\end{align*}
$$

Table 1.2

## Remark 1.9.

(i) According to Table 1.2, for cases (1) $\sim(4), \lambda_{n+1}$ depends only on two preceding terms, $\lambda_{n}$ and $\lambda_{n-1}$. However, in (5) and (6), $\lambda_{n+1}$ depends on all of its preceding terms $\lambda_{1}, \cdots, \lambda_{n}$.
(ii) From Lemma 1.7 and Theorem 1.8, in addition to the maximum eigenvalue we can obtain a complete set of eigenvalues of $\mathbf{T}_{n}$ explicitly.
(iii) In Theorem 1.8, polynomial $Q(\xi)$ given in (1.3.25) or (1.3.27) is the limiting equation for $\lambda_{n}^{\frac{1}{n}}$. It is interesting to know is there any limiting equation for general $\mathbf{T}_{n}$.

Remark 1.10. Similar to the concept in Theorem 1.8, if $\mathbf{T}_{2}$ does not satisfy (1.3.19) and (1.3.20), another special structure can allow us to obtain explicit recursion formulas of $\lambda_{n}$ and compute its spatial entropy $h\left(\mathbf{T}_{2}\right)$ explicitly.

### 1.3.3 $2 \ell \times 2 \ell$ Systems

The results in last two subsections can be generalized to $p$-symbols on $\mathbf{Z}_{2 \ell \times 2 \ell}$. Given a basic set $\mathcal{B} \subset \Sigma_{2 \ell \times 2 \ell}$, horizontal and vertical transition matrices $H_{2}=\left[h_{i_{1} i_{2}}\right]_{q^{2} \times q^{2}}$ and $V_{2}=\left[v_{j_{1} j_{2}}\right]_{q^{2} \times q^{2}}$, where $q=p^{\ell^{2}}$, can be defined according
the rules (1.3.2) and (1.3.3) by replacing $\Sigma_{2 \times 2}$ with $\Sigma_{2 \ell \times 2 \ell}$, respectively. Then the transition matrix $\mathbf{T}_{2}(\mathcal{B})$ for $\mathcal{B}$ can be defined by

$$
\mathbf{T}_{2}=\mathbf{T}_{2}(\mathcal{B})=\left[\begin{array}{cccc}
V_{1} & V_{2} & \cdots & V_{q}  \tag{1.3.47}\\
V_{q+1} & V_{q+2} & \cdots & V_{2 q} \\
\vdots & \vdots & \ddots & \vdots \\
V_{(q-1) q+1} & V_{(q-1) q+2} & \cdots & V_{q^{2}}
\end{array}\right]
$$

where

$$
V_{m}=\left[\begin{array}{cccc}
v_{m, 1} & v_{m, 2} & \cdots & v_{m, q}  \tag{1.3.48}\\
v_{m,(q+1)} & v_{m, q+2} & \cdots & v_{m, 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
v_{m,(q-1) q+1} & v_{m,(q-1) q+2} & \cdots & v_{m, q^{2}}
\end{array}\right]
$$

$1 \leq m \leq q^{2}$. The higher order transition matrix $\mathbf{T}_{n}=\left[v_{j_{1 j} j_{2} \cdots j_{n}}\right]$ for $\mathcal{B}$ defined on $\mathbf{Z}_{2 \ell \times n \ell}$ is a $q^{n} \times q^{n}$ matrix, where $v_{j_{1} j_{2} \cdots j_{n}}$ is given by (1.3.5) which are either 1 or 0 , by substituting $y_{j_{1} \cdots j_{n}}$ by $v_{j_{1} \cdots j_{n}}$ in $\mathbf{X}_{n}$, see (1.2.36)~(1.2.38). For completeness, we state the following theorem for $\mathbf{T}_{n}$ and omit the proof for brevity.

Theorem 1.11. Let $\mathbf{T}_{2}$ be a transition matrix given by (1.3.47) and (1.3.48). Then for higher order transition matrices $\mathbf{T}_{n}, n \geq 3$, we have the following three equivalent expressions
(I) $\mathbf{T}_{n}$ can be decomposed into $n$ successive $q \times q$ matrices as follows:

$$
\begin{gathered}
\mathbf{T}_{n}=\left[\begin{array}{ccc}
T_{n ; 1} & \cdots & T_{n ; q} \\
T_{n ; q+1} & \cdots & T_{n ; 2 q} \\
\vdots & \ddots & \vdots \\
T_{n ;(q-1) q+1} & \cdots & T_{n ; q^{2}}
\end{array}\right] \\
T_{n ; j_{1} \cdots j_{k}}=\left[\begin{array}{ccc}
T_{n ; j_{1}, \cdots, j_{k}, 1} & \cdots & T_{n ; j_{1}, \cdots, j_{k}, q} \\
T_{n ; j_{1}, \cdots, j_{k}, q+1} & \cdots & T_{n ; j_{1}, \cdots, j_{k}, 2 q} \\
\vdots & \ddots & \vdots \\
T_{n ; j_{1}, \cdots, j_{k},(q-1) q+1} & \cdots & T_{n ; j_{1}, \cdots, j_{k}, q^{2}}
\end{array}\right]
\end{gathered}
$$

for $1 \leq k \leq n-2$ and

$$
T_{n ; j_{1} \cdots j_{n-1}}=\left[\begin{array}{ccc}
v_{j_{1}, \cdots, j_{n-1}, 1} & \cdots & v_{j_{1}, \cdots, j_{n-1}, q} \\
v_{j_{1}, \cdots, j_{n-1}, q+1} & \cdots & v_{j_{1}, \cdots, j_{n-1}, 2 q} \\
\vdots & \ddots & \vdots \\
v_{j_{1}, \cdots, j_{n-1},(q-1) q+1} & \cdots & v_{j_{1}, \cdots, j_{n-1}, q^{2}}
\end{array}\right]
$$

Furthermore,

$$
T_{n ; k}=\left[\begin{array}{ccc}
v_{k, 1} T_{n-1 ; 1} & \cdots & v_{k, q} T_{n-1 ; q} \\
v_{k, q+1} T_{n-1 ; q+1} & \cdots & v_{k, 2 q} T_{n-1 ; 2 q} \\
\vdots & \ddots & \vdots \\
v_{k,(q-1) q+1} T_{n-1 ;(q-1) q+1} & \cdots & v_{k, q^{2}} T_{n-1 ; q^{2}}
\end{array}\right]
$$

(II) Starting from

$$
\mathbf{T}_{2}=\left[\begin{array}{ccc}
T_{1} & \cdots & T_{q} \\
T_{q+1} & \cdots & T_{2 q} \\
\vdots & \ddots & \vdots \\
T_{(q-1) q+1} & \cdots & T_{q^{2}}
\end{array}\right]
$$

with

$$
T_{k}=\left[\begin{array}{ccc}
v_{k, 1} & \cdots & v_{k, q} \\
v_{k, q+1} & \cdots & v_{k, 2 q} \\
\vdots & \ddots & \vdots \\
v_{k,(q-1) q+1} & \cdots & v_{k, q^{2}}
\end{array}\right]
$$

$\mathbf{T}_{n}$ can be obtained from $\mathbf{T}_{n-1}$ by replacing $T_{k}$ by $T_{k} \odot \mathbf{T}_{2}$ according to

$$
T_{k} \mapsto T_{k} \odot \mathbf{T}_{2}=\left[\begin{array}{ccc}
v_{k, 1} T_{1} & \cdots & v_{k, q} T_{q} \\
v_{k, q+1} T_{q+1} & \cdots & v_{k, 2 q} T_{2 q} \\
\vdots & \ddots & \vdots \\
v_{k,(q-1) q+1} T_{(q-1) q+1} & \cdots & v_{k, q^{2}} T_{q^{2}}
\end{array}\right]
$$

(III)

$$
\mathbf{T}_{n}=\left(\mathbf{T}_{n-1}\right)_{q^{n-1} \times q^{n-1}} \odot\left(E_{q^{n-2}} \otimes \mathbf{T}_{2}\right)
$$

For the spatial entropy $h(\mathcal{B})$, we have a similar result as in Theorem 1.6.
Theorem 1.12. Given a basic set $\mathcal{B} \subset \Sigma_{m_{1} \times m_{2}}$, let $\ell$ be the smallest integer such that $2 \ell \geq m_{1}$ and $2 \ell \geq m_{2}$, and let $\widetilde{\mathcal{B}}=\Sigma_{2 \ell \times 2 \ell}(\mathcal{B})$. Suppose $\lambda_{n ; \ell}$ be the largest eigenvalue of the associated transition matrix $\mathbf{T}_{n}$, which is defined in Theorem 1.11. Then

$$
h(\mathcal{B})=\frac{1}{\ell^{2}} \lim _{n \rightarrow \infty} \frac{\log \lambda_{n ; \ell}}{n} .
$$

Proof. As in Theorem 1.6,

$$
\begin{aligned}
h(\mathcal{B}) & =\lim _{m, n \rightarrow \infty} \frac{\log \Gamma_{m \ell \times n \ell}(\widetilde{\mathcal{B}})}{m \ell \times n \ell} \\
& =\frac{1}{\ell^{2}} \lim _{n \rightarrow \infty} \frac{1}{n}\left(\lim _{m \rightarrow \infty} \frac{\log \#\left(T_{n}^{m-1}(\widetilde{\mathcal{B}})\right)}{m}\right) \\
& =\frac{1}{\ell^{2}} \lim _{n \rightarrow \infty} \frac{1}{n}\left(\lim _{m \rightarrow \infty} \frac{\log \lambda_{n ; \ell}^{m-1}}{m}\right) \\
& =\frac{1}{\ell^{2}} \lim _{n \rightarrow \infty} \frac{\log \lambda_{n ; \ell}}{n} .
\end{aligned}
$$

The proof is complete.

### 1.3.4 Relation with Matrix Shifts

Under many circumstances, we are given a pair of horizontal transition matrix $H=\left(h_{i j}\right)_{p \times p}$ and vertical transition matrix $V=\left(v_{i j}\right)_{p \times p}$, where $h_{i j}$ and $v_{i j} \in\{0,1\}$, e.g. $[13,29,30,32]$. Now, the set of all admissible patterns which can be generated by $H$ and $V$ on $\mathbf{Z}_{m_{1} \times m_{2}}$ and $\mathbf{Z}^{2}$ are denoted by $\Sigma_{m_{1} \times m_{2}}(H ; V)$ and $\Sigma(H ; V)$, respectively. Furthermore, $\Sigma_{m_{1} \times m_{2}}(H ; V)$ and $\Sigma(H ; V)$ can be characterized by

$$
\begin{gather*}
\Sigma_{m_{1} \times m_{2}}(H ; V)=\left\{U \in \Sigma_{m_{1} \times m_{2}, p}: h_{u_{\alpha} u_{\alpha+e_{1}}}=1 \text { and } v_{u_{\beta} u_{\beta+e_{2}}}=1\right.  \tag{1.3.49}\\
\text { where } e_{1}=(1,0), e_{2}=(0,1), \alpha=\left(\alpha_{1}, \alpha_{2}\right), \beta=\left(\beta_{1}, \beta_{2}\right)
\end{gather*}
$$

with $1 \leq \alpha_{1} \leq m_{1}-1,1 \leq \alpha_{2} \leq m_{2}$ and $\left.1 \leq \beta_{1} \leq m_{1} 1 \leq \beta_{2} \leq m_{2}-1\right\}$
and

$$
\begin{array}{r}
\Sigma(H ; V)=\left\{U \in \Sigma_{p}^{2}: h_{u_{\alpha} u_{\alpha+e_{1}}}=1 \text { and } v_{u_{\beta} u_{\beta+e_{2}}}=1\right.  \tag{1.3.50}\\
\text { for all } \left.\alpha, \beta \in \mathbf{Z}^{2}\right\} .
\end{array}
$$

In literature, $\Sigma(H ; V)$ is often called Matrix shift, Markov shift or subshift of finite types, e.g. [13, 30, 32, 38]

As before, we are concerned about constructing $\Sigma_{m_{1} \times m_{2}}(H ; V)$. We first show that the established theories can be applied to answer this question. Indeed, we introduce $\mathcal{S}=\{0,1,2, \cdots, p-1\}$. On $\mathbf{Z}_{2 \times 2}$, consider local pattern $U=\left(u_{\alpha_{1} \alpha_{2}}\right)$ with $u_{\alpha_{1} \alpha_{2}} \in \mathcal{S}$. Define the ordering matrices $\mathbf{X}_{2}=\left[x_{i_{1} i_{2}}\right]_{p^{2} \times p^{2}}$ and $\mathbf{Y}_{2}=\left[y_{j_{1} j_{2}}\right]_{p^{2} \times p^{2}}$ for $\Sigma_{2 \times 2}$. Now, the basic set $\mathcal{B}(H ; V)$ determined by $H$ and $V$ can be expressed as

$$
\begin{equation*}
\mathcal{B}(H ; V)=\left\{U=\left(u_{\alpha_{1} \alpha_{2}}\right) \in \Sigma_{2 \times 2}: h_{u_{11} u_{21}} h_{u_{12} u_{22}} v_{u_{11} u_{12}} v_{u_{21} u_{22}}=1\right\} . \tag{1.3.51}
\end{equation*}
$$

Therefore, the transition matrix $\mathbf{T}_{2}=\mathbf{T}_{2}(H ; V)$ can be expressed as $\mathbf{T}_{2}=\left[t_{j_{1 j_{2}}}\right]_{p^{2} \times p^{2}}$ with $t_{j_{1} j_{2}}=1$ if and only if $y_{j_{1} j_{2}} \in \mathcal{B}(H ; V)$, i.e., $t_{j_{1} j_{2}}=1$ if and only if

$$
\begin{equation*}
h_{u_{11} u_{21}} h_{u_{12} u_{22}} v_{u_{11} u_{12}} v_{u_{21} u_{22}}=1, \tag{1.3.52}
\end{equation*}
$$

where $j_{l}$ is related to $u_{\alpha_{1} \alpha_{2}}$ according to (1.2.12) similarly.
Now, $\mathbf{T}_{n}=\mathbf{T}_{n}(H ; V)$ can be constructed recursively from $\mathbf{T}_{2}(H ; V)$ by Theorem 1.11. Then $\lambda_{n}$ and spatial entropy $h(H ; V)$ can be studied by Theorem 1.12. It is easy to verify $\mathbf{T}_{n}(H ; V)=\overline{\mathbf{T}}_{H, V}^{(n)}$, the transition matrix obtained by Juang et al in [30]. Furthermore, $T_{H, V}^{(n)}$ in [30] can also be obtained by deleting the rows and columns formed by zeros in $\mathbf{T}_{n}(H ; V)$.

On the other hand, given a basic set $\mathcal{B} \subset \Sigma_{2 \times 2, p}$ ( or $\Sigma_{2 l \times 2 l, p}$ ), in general there is no horizontal transition matrix $H=\left(h_{i j}\right)_{p \times p}$ and vertical transition matrix $V=\left(v_{i j}\right)_{p \times p}$ such that $\mathcal{B}=\mathcal{B}(H ; V)$ given by (1.3.51). Indeed, the number of subsets of $\Sigma_{2 \times 2, p}$ is $2^{p^{4}}$ and the number of $\mathcal{B}(H ; V)$ is at most $2^{2 p^{2}}$ and $2^{2 p^{2}}<2^{p^{4}}$ for any $p \geq 2$. However, as mentioned in p.468[38], one can recode any shift of finite type to a matrix subshift.

Notably, the $n$-th order transition matrix $\mathbf{T}_{n}(\mathcal{B})$ is a $q^{n} \times q^{n}$ matrix with $q=p^{\ell^{2}}$ and the n-th order transition matrix $\left.\mathbf{T}_{n}(H(\mathcal{B}) ; V(\mathcal{B}))\right)$ generated by $\mathbf{T}_{2}(H(\mathcal{B}) ; V(\mathcal{B}))$ ) is a $m^{n} \times m^{n}$ matrix. Consequently, if $m=\# \mathcal{B}$ is relatively small compared with $q=p^{l^{2}}$, we may study the eigenvalue problems of $\mathbf{T}_{n}(H(\mathcal{B}) ; V(\mathcal{B}))$. It is clear, small $m$ generates less admissible patterns and then smaller entropy. For $\mathcal{B}$ with positive entropy $h(\mathcal{B})$ as in Table 3.1, $\# \mathcal{B}$ is much larger than $q=2$. Therefore, in general working on $\mathbf{T}_{n}(\mathcal{B})$ is better than on $\left.\mathbf{T}_{n}(H(\mathcal{B}) ; V(\mathcal{B}))\right)$.
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## Chapter 2

# Patterns Generation and Spatial Entropy in Two-dimensional Lattice Models 

## § 2.1 Introduction

Lattices are important in scientifically modelling underlying spatial structures. Investigations in this field have covered phase transition [11], [12], [34], [35], [36], [37], [38], [45], [46], [47], [48], chemical reaction [7], [8], [24], biology [9], [10], [21], [22], [23], [31], [32], [33] and image processing and pattern recognition [16], [17], [18], [19], [20], [25]. In the field of lattice dynamical systems (LDS) and cellular neural networks (CNN), the complexity of the set of all global patterns recently attracted substantial interest. In particular, its spatial entropy has received considerable attention [1],[2], [3], [4], [5], [13], [14], [15], [28], [29], [30], [39], [40], [41], [42], [43], [44].

The one dimensional spatial entropy $h$ can be found from an associated transition matrix $\mathbb{T}$. The spatial entropy $h$ equals $\log \rho(\mathbb{T})$, where $\rho(\mathbb{T})$ is the maximum eigenvalue of $\mathbb{T}$.

In two-dimensional situations, higher transition matrices have been discovered in [30] and developed systematically [4] by studying the patterns generation problem.

This study extends our previous work [4]. For simplicity, two symbols on $2 \times 2$ lattice $\mathbb{Z}_{2 \times 2}$ are considered. A transition matrix in the horizontal (or vertical) direction

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
a_{11} & a_{12} & a_{13} & a_{14}  \tag{2.1.1}\\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right],
$$

which is linked to a set of admissible local patterns on $\mathbb{Z}_{2 \times 2}$ is considered, where $a_{i j} \in\{0,1\}$ for $1 \leq i, j \leq 4$. The associated vertical (or horizontal)
transition matrix $\mathbb{B}_{2}$ is given by

$$
\mathbb{B}_{2}=\left[\begin{array}{llll}
b_{11} & b_{12} & b_{13} & b_{14}  \tag{2.1.2}\\
b_{21} & b_{22} & b_{23} & b_{24} \\
b_{31} & b_{32} & b_{33} & b_{34} \\
b_{41} & b_{42} & b_{43} & b_{44}
\end{array}\right]
$$

$\mathbb{A}_{2}$ and $\mathbb{B}_{2}$ are connected to each other as follows.

$$
\mathbb{A}_{2}=\left[\begin{array}{cc|cc}
b_{11} & b_{12} & b_{21} & b_{22}  \tag{2.1.3}\\
b_{13} & b_{14} & b_{23} & b_{24} \\
\hline b_{31} & b_{32} & b_{41} & b_{42} \\
b_{33} & b_{34} & b_{43} & b_{44}
\end{array}\right]=\left[\begin{array}{cc}
A_{2 ; 1} & A_{2 ; 2} \\
A_{2 ; 3} & A_{2 ; 4}
\end{array}\right]
$$

and

$$
\mathbb{B}_{2}=\left[\begin{array}{cc|cc}
a_{11} & a_{12} & a_{21} & a_{22}  \tag{2.1.4}\\
a_{13} & a_{14} & a_{23} & a_{24} \\
\hline a_{31} & a_{32} & a_{41} & a_{42} \\
a_{33} & a_{34} & a_{43} & a_{44}
\end{array}\right]=\left[\begin{array}{cc}
B_{2 ; 1} & B_{2 ; 2} \\
B_{2 ; 3} & B_{2 ; 4}
\end{array}\right] .
$$

Notably if $\mathbb{A}_{2}$ represents the horizontal (or vertical) transition matrix then $\mathbb{B}_{2}$ represents the vertical (or horizontal) transition matrix. Results that hold for $\mathbb{A}_{2}$ are also valid for $\mathbb{B}_{2}$. Therefore, for simplicity, only $\mathbb{A}_{2}$ is presented herein.

The recursive formulae for $n$-th order transition matrices $\mathbb{A}_{n}$ defined on $\mathbb{Z}_{2 \times n}$ were obtained [4] as follows

$$
\mathbb{A}_{n+1}=\left[\begin{array}{cccc}
b_{11} A_{n ; 1} & b_{12} A_{n ; 2} & b_{21} A_{n ; 1} & b_{22} A_{n ; 2}  \tag{2.1.5}\\
b_{13} A_{n ; 3} & b_{14} A_{n ; 4} & b_{23} A_{n ; 3} & b_{24} A_{n ; 4} \\
b_{31} A_{n ; 1} & b_{32} A_{n ; 2} & b_{41} A_{n ; 1} & b_{42} A_{n ; 2} \\
b_{33} A_{n ; 3} & b_{34} A_{n ; 4} & b_{43} A_{n ; 3} & b_{44} A_{n ; 4}
\end{array}\right]
$$

whenever

$$
\mathbb{A}_{n}=\left[\begin{array}{ll}
A_{n ; 1} & A_{n ; 2}  \tag{2.1.6}\\
A_{n ; 3} & A_{n ; 4}
\end{array}\right]
$$

for $n \geq 2$, or equivalently,

$$
A_{n+1 ; \alpha}=\left[\begin{array}{cc}
b_{\alpha 1} A_{n ; 1} & b_{\alpha 2} A_{n ; 2}  \tag{2.1.7}\\
b_{\alpha 3} A_{n ; 3} & b_{\alpha 4} A_{n ; 4}
\end{array}\right]
$$

for $\alpha \in\{1,2,3,4\}$. The number of all admissible patterns defined on $\mathbb{Z}_{m \times n}$ which can be generated from $\mathbb{A}_{2}$ is now defined by

$$
\begin{align*}
\Gamma_{m, n}\left(\mathbb{A}_{2}\right) & =\left|\mathbb{A}_{n}^{m-1}\right|  \tag{2.1.8}\\
& =\text { the summation of all entries in } 2^{n} \times 2^{n} \text { matrix } \mathbb{A}_{n}^{m-1}
\end{align*}
$$

The spatial entropy $h\left(\mathbb{A}_{2}\right)$ is defined as

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right)=\lim _{m, n \rightarrow \infty} \frac{1}{m n} \log \Gamma_{m, n}\left(\mathbb{A}_{2}\right)=\lim _{m, n \rightarrow \infty} \frac{1}{m n} \log \left|\mathbb{A}_{n}^{m-1}\right| . \tag{2.1.9}
\end{equation*}
$$

The existence of the limit (2.1.9) has been shown in [4], [15], [30]. When $h\left(\mathbb{A}_{2}\right)>0$, the number of admissible patterns grows exponentially with the lattice size $m \times n$. In this situation, spatial chaos arises. When $h\left(\mathbb{A}_{2}\right)=0$, pattern formation occurs.

To compute the double limit in (2.1.9), $n \geq 2$ can be fixed initially and $m$ allowed to tend to infinite [30] and [4]; then the Perron-Frobenius theorem is applied;

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m} \log \left|\mathbb{A}_{n}^{m-1}\right|=\log \rho\left(\mathbb{A}_{n}\right) \tag{2.1.10}
\end{equation*}
$$

which implies

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \rho\left(\mathbb{A}_{n}\right) \tag{2.1.11}
\end{equation*}
$$

where $\rho(M)$ is the maximum eigenvalue of matrix $M . \mathbb{A}_{n}$ is a $2^{n} \times 2^{n}$ matrix, so computing $\rho\left(\mathbb{A}_{n}\right)$ is usually quite difficult when $n$ is larger. Moreover, (2.1.11) does not produce any error estimation in the estimated sequence $\frac{1}{n} \log \rho\left(\mathbb{A}_{n}\right)$ and its limit $h\left(\mathbb{A}_{2}\right)$. This causes a serious problem in computing the entropy. However, for a class of $\mathbb{A}_{2}$, the recursive formulae for $\rho\left(\mathbb{A}_{n}\right)$ can be discovered, along with a limiting equation to $\rho^{*}=\exp \left(h\left(\mathbb{A}_{2}\right)\right)$, as in [4].

This study takes a different approach to resolve these difficulties. Previously, the double limit (2.1.9) was initially examined by taking the $m$-limit firstly as in (2.1.10). Now, for each fixed $m \geq 2$, the $n$-limit in (2.1.9) is studied. Therefore, the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|\mathbb{A}_{n}^{m-1}\right| \tag{2.1.12}
\end{equation*}
$$

is considered. Write

$$
\mathbb{A}_{n}^{m}=\left[\begin{array}{cc}
A_{m, n ; 1} & A_{m, n ; 2}  \tag{2.1.13}\\
A_{m, n ; 3} & A_{m, n ; 4}
\end{array}\right]
$$

The investigation of (2.1.12) would be simpler if a recursive formula such as (2.1.7) could be found for $A_{m, n ; \alpha}$. The first task in this study is to solve this problem. For matrix multiplication, the indices of $A_{n ; \alpha}, \alpha \in\{1,2,3,4\}$ are conveniently expressed as

$$
\mathbb{A}_{n}=\left[\begin{array}{ll}
A_{n ; 11} & A_{n ; 12}  \tag{2.1.14}\\
A_{n ; 21} & A_{n ; 22}
\end{array}\right]
$$

Then

$$
\begin{equation*}
A_{m, n ; \alpha}=\sum_{k=1}^{2^{m-1}} A_{m, n ; \alpha}^{(k)} \tag{2.1.15}
\end{equation*}
$$

where

$$
\begin{align*}
A_{m, n ; \alpha}^{(k)} & =A_{n ; j_{1} j_{2}} A_{n ; j_{2} j_{3}} \cdots A_{n ; j_{m} j_{m+1}}  \tag{2.1.16}\\
k & =1+\sum_{i=2}^{m} 2^{m-i}\left(j_{i}-1\right) \tag{2.1.17}
\end{align*}
$$

and

$$
\begin{equation*}
\alpha=2\left(j_{1}-1\right)+j_{m+1} . \tag{2.1.18}
\end{equation*}
$$

$A_{m, n ; \alpha}^{(k)}$ in (2.1.16) is called an elementary pattern of order $(m, n)$, and is a fundamental element in constructing $A_{m, n ; \alpha}$ in (2.1.15). Notably the elementary patterns are in lexicographic order, according to (2.1.17). As in [4], the following $m$-th order ordering matrix.

$$
\mathbb{X}_{m, n}=\left[\begin{array}{ll}
X_{m, n ; 1} & X_{m, n ; 2}  \tag{2.1.19}\\
X_{m, n ; 3} & X_{m, n ; 4}
\end{array}\right]
$$

is represented to record systematically these elementary patterns, where

$$
\begin{equation*}
X_{m, n ; \alpha}=\left(A_{m, n ; \alpha}^{(k)}\right)_{1 \leq k \leq 2^{m-1}}^{t} \tag{2.1.20}
\end{equation*}
$$

is a $2^{m-1}$ column vector.
The first main result of this study is to introduce the connecting operator $\mathbb{C}_{m}$, and to use it to derive a recursive formula like (2.1.7) for $A_{m, n ; \alpha}^{(k)}$. Indeed,

$$
\mathbb{C}_{m}=\left[\begin{array}{cccc}
C_{m ; 11} & C_{m ; 12} & C_{m ; 13} & C_{m ; 14}  \tag{2.1.21}\\
C_{m ; 21} & C_{m ; 22} & C_{m ; 23} & C_{m ; 24} \\
C_{m ; 31} & C_{m ; 32} & C_{m ; 33} & C_{m ; 34} \\
C_{m ; 41} & C_{m ; 42} & C_{m ; 43} & C_{m ; 44}
\end{array}\right]
$$

$$
=\left[\begin{array}{cccc}
S_{m ; 11} & S_{m ; 12} & S_{m ; 21} & S_{m ; 22}  \tag{2.1.22}\\
S_{m ; 13} & S_{m ; 14} & S_{m ; 23} & S_{m ; 24} \\
S_{m ; 31} & S_{m ; 32} & S_{m ; 41} & S_{m ; 42} \\
S_{m ; 33} & S_{m ; 34} & S_{m ; 43} & S_{m ; 44}
\end{array}\right],
$$

where

$$
\begin{align*}
C_{m ; i j} & =\left(\left[\begin{array}{ll}
a_{i 1} & a_{i 2} \\
a_{i 3} & a_{i 4}
\end{array}\right] \circ\left(\hat{\otimes}\left[\begin{array}{ll}
B_{2 ; 1} & B_{2 ; 2} \\
B_{2 ; 3} & B_{2 ; 4}
\end{array}\right]^{m-2}\right)_{2 \times 2}\right)_{2^{m-1} \times 2^{m-1}}  \tag{2.1.23}\\
& \circ\left(E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}
a_{1 j} & a_{2 j} \\
a_{3 j} & a_{4 j}
\end{array}\right]\right)_{2^{m-1} \times 2^{m-1}}
\end{align*}
$$

is a $2^{m-1} \times 2^{m-1}$ matrix where $E_{k \times k}$ is the $k \times k$ full matrix; $\otimes$ denotes the Kronecker product, o denotes the Hadamard product and the product $\hat{\otimes}$ which involves both the Kronecker product and the Hadamard product, as stipulated by Definition 2.2.

In Theorem 2.4, $C_{m ; i j}$ is shown to be $a_{i_{1} i_{2}} a_{i_{2} i_{3}} \cdots a_{i_{m} i_{m+1}}$, with $i_{1}=i$ and $i_{m+1}=j$. Therefore, all admissible paths of $\mathbb{A}_{2}$ from $i$ to $j$ with length $m$ are arranged systematically in matrix $C_{m ; i j}$. Now, the recursive formula is

$$
A_{m, n+1 ; \alpha}^{(k)}=\left[\begin{array}{ll}
\sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 1}\right)_{k l} A_{m, n ; 1}^{(l)} & \sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 2}\right)_{k l} A_{m, n ; 2}^{(l)}  \tag{2.1.24}\\
\sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 3}\right)_{k l} A_{m, n ; 3}^{(l)} & \sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 4}\right)_{k l} A_{m, n ; 4}^{(l)}
\end{array}\right],
$$

for $m \geq 2, n \geq 2,1 \leq k \leq 2^{m-1}$ and $1 \leq \alpha \leq 4$. (2.1.24) is the generalization of (2.1.7).

The recursive formula (2.1.24) immediately yields a lower bound on entropy. Indeed, for any positive integer $K$ and diagonal periodic cycle $\beta_{1} \beta_{2} \cdots \beta_{K} \beta_{K+1}$, where $\beta_{j} \in\{1,4\}$ and $\beta_{K+1}=\beta_{1}$,

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \geq \frac{1}{m K} \log \rho\left(S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{K} \beta_{K+1}}\right) . \tag{2.1.25}
\end{equation*}
$$

Equation (2.1.25) implies $h\left(\mathbb{A}_{2}\right)>0$, if a diagonal periodic cycle of $\beta_{1} \beta_{2} \cdots \beta_{K} \beta_{1}$ applies, with a maximum eigenvalue of $S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{1}}$ that greater than one. This method powerfully yields the positivity of spatial entropy, which is hard in examining the complexity of patterns generation problems.

However, the subadditivity of $\Gamma_{m, n}\left(\mathbb{A}_{2}\right)$ is known to imply

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \leq \frac{1}{m n} \log \Gamma_{m, n}\left(\mathbb{A}_{2}\right) \tag{2.1.26}
\end{equation*}
$$

as in [15]. Consequently, (2.1.8), (2.1.10) and (2.1.26) indicate an upper bound of entropy as

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \leq \frac{1}{n} \log \rho\left(\mathbb{A}_{n}\right) \tag{2.1.27}
\end{equation*}
$$

for any $n \geq 2$.
However, the Perron-Frobenius theorem also implies

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \frac{1}{m} \log \operatorname{tr}\left(\mathbb{A}_{n}^{m-1}\right)=\log \rho\left(\mathbb{A}_{n}\right) \tag{2.1.28}
\end{equation*}
$$

where $\operatorname{tr}(M)$ denotes the trace of matrix $M$ [26], [27]. Therefore, (2.1.28) implies

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right)=\limsup _{m, n \rightarrow \infty} \frac{1}{m n} \log \operatorname{tr}\left(\mathbb{A}_{n}^{m-1}\right) . \tag{2.1.29}
\end{equation*}
$$

In studying the double-limit of (2.1.29), for each fixed $m \geq 2$, the $n$-limit in (2.1.29)

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{tr}\left(\mathbb{A}_{n}^{m-1}\right) \tag{2.1.30}
\end{equation*}
$$

is first considered. (2.1.30) can be studied by introducing the following trace operator

$$
\mathbb{T}_{m}=\left[\begin{array}{cc}
C_{m ; 11} & C_{m ; 22}  \tag{2.1.31}\\
C_{m ; 33} & C_{m ; 44}
\end{array}\right]
$$

Then, a recursive formula for $\operatorname{tr}\left(\mathbb{A}_{n}^{m}\right)$ can be verified

$$
\begin{equation*}
\operatorname{tr}\left(\mathbb{A}_{n}^{m}\right)=\left|\mathbb{T}_{m}^{n-2}\binom{\operatorname{tr} X_{m, 2 ; 1}}{\operatorname{tr} X_{m, 2 ; 4}}\right| \tag{2.1.32}
\end{equation*}
$$

for $n \geq 2$, where $\operatorname{tr}\left(X_{m, n ; \alpha}\right)=\left(\operatorname{tr} A_{m, n ; \alpha}^{(k)}\right)_{1 \leq k \leq 2^{m-1}}^{t}$ and $|v|=\sum_{j=1}^{l} v_{j}$ for vector $v=\left(v_{1}, \cdots, v_{l}\right)^{t}$. Consequently, (2.1.29) and (2.1.32) yield

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right)=\limsup _{m \rightarrow \infty} \frac{1}{m} \log \rho\left(\mathbb{T}_{m}\right) . \tag{2.1.33}
\end{equation*}
$$

Notably, for a large class of $\mathbb{A}_{2}$, the limit sup in (2.1.28), (2.1.29), (2.1.30) and (2.1.33) can be replaced by limit. See section 3.3 for details.

Now, (2.1.33) can be applied to find the upper bounds of entropy. For example, when $\mathbb{A}_{2}$ is symmetric,

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \leq \frac{1}{2 m} \log \rho\left(\mathbb{T}_{2 m}\right) \tag{2.1.34}
\end{equation*}
$$

for any $m \geq 1$. Since

$$
\begin{equation*}
\mathbb{T}_{n} \leq \mathbb{B}_{n} \tag{2.1.35}
\end{equation*}
$$

can be shown for any $n \geq 2$. Generally, (2.1.33) and (2.1.34) yield better approximation than (2.1.11) and (2.1.27).

In summary, this study yields lower-bound estimates of entropy like (2.1.25) by introducing connecting operators $\mathbb{C}_{m}$, and upper-bound estimates of entropy like (2.1.34) by introducing trace operators $\mathbb{T}_{m}$. This approach accurately and effectively yields the spatial entropy.

The rest of this paper is organized as follows. Section 3.2 derives the connecting operator $\mathbb{C}_{m}$ which can recursively reduce higher order elementary patterns to patterns of lower order. Then, the lower-bound of spatial entropy can be found by computing the maximum eigenvalues of the diagonal periodic cycles of sequence $S_{m ; \alpha \beta}$. Section 3.3 addresses the trace operator $\mathbb{T}_{m}$ of $\mathbb{C}_{m}$. The entropy can be calculated by computing the maximum eigenvalues of $\mathbb{T}_{m}$. When $\mathbb{A}_{2}$ is symmetric, the upper-bounds of entropy are also found. Section 3.4 briefly discusses the theory for many symbols on larger lattices.

## § 2.2 Connecting Operators

### 2.2.1 Connecting operators and ordering matrices

This section derives connecting operators and investigates their properties. For clarity, two symbols on $2 \times 2$ lattice $\mathbb{Z}_{2 \times 2}$ are examined first. Section 3.4 addresses more general situations.

Let $\mathbb{A}_{2}$ and $\mathbb{B}_{2}$ be defined as in (3.1.1)~(2.1.4). The column matrices $\widetilde{\mathbb{A}_{2}}$ and $\widetilde{\mathbb{B}_{2}}$ of $\mathbb{A}_{2}$ and $\mathbb{B}_{2}$ are defined by

$$
\widetilde{\mathbb{A}_{2}}=\left[\begin{array}{cc|cc}
a_{11} & a_{21} & a_{12} & a_{22}  \tag{2.2.1}\\
a_{31} & a_{41} & a_{32} & a_{42} \\
\hline a_{13} & a_{23} & a_{14} & a_{24} \\
a_{33} & a_{43} & a_{34} & a_{44}
\end{array}\right]=\left[\begin{array}{cc}
\tilde{A}_{2 ; 1} & \tilde{A}_{2 ; 2} \\
\tilde{A}_{2 ; 3} & \tilde{A}_{2 ; 4}
\end{array}\right]
$$

and

$$
\widetilde{\mathbb{B}_{2}}=\left[\begin{array}{cc|cc}
b_{11} & b_{21} & b_{12} & b_{22}  \tag{2.2.2}\\
b_{31} & b_{41} & b_{32} & b_{42} \\
\hline b_{13} & b_{23} & b_{14} & b_{24} \\
b_{33} & b_{43} & b_{34} & b_{44}
\end{array}\right]=\left[\begin{array}{cc}
\tilde{B}_{2 ; 1} & \tilde{B}_{2 ; 2} \\
\tilde{B}_{2 ; 3} & \tilde{B}_{2 ; 4}
\end{array}\right]
$$

, respectively.
For matrices of higher order $n \geq 2, \mathbb{A}_{n}, \mathbb{A}_{n+1}$ and $A_{n+1 ; \alpha}$ are defined as in (2.1.5) $\sim(2.1 .7)$.

For matrix multiplication, the indices of $A_{n ; \alpha}$ are conveniently expressed as

$$
\mathbb{A}_{n}=\left[\begin{array}{cc}
A_{n ; 11} & A_{n ; 12}  \tag{2.2.3}\\
A_{n ; 21} & A_{n ; 22}
\end{array}\right]
$$

Clearly, $A_{n ; \alpha}=A_{n ; j_{1} j_{2}}$, where

$$
\begin{equation*}
\alpha=\alpha\left(j_{1}, j_{2}\right)=2\left(j_{1}-1\right)+j_{2} . \tag{2.2.4}
\end{equation*}
$$

For $m \geq 2$, the elementary pattern in the entries of $\mathbb{A}_{n}^{m}$ is represented by

$$
A_{n ; j_{1} j_{2}} A_{n ; j_{2} j_{3}} \cdots A_{n ; j_{m} j_{m+1}}
$$

where $j_{s} \in\{1,2\}$. A lexicographic order for multiple indices

$$
J_{m+1}=\left(j_{1} j_{2} \cdots j_{m} j_{m+1}\right)
$$

is introduced, using

$$
\begin{equation*}
\chi\left(J_{m+1}\right)=1+\sum_{s=2}^{m} 2^{m-s}\left(j_{s}-1\right) \tag{2.2.5}
\end{equation*}
$$

Now,

$$
\begin{equation*}
A_{m, n ; \alpha}^{(k)}=A_{n ; j_{1} j_{2}} A_{n ; j_{2} j_{3}} \cdots A_{n ; j_{m} j_{m+1}}, \tag{2.2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\alpha\left(j_{1}, j_{m+1}\right)=2\left(j_{1}-1\right)+j_{m+1} \tag{2.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
k=\chi\left(J_{m+1}\right) \tag{2.2.8}
\end{equation*}
$$

is given in (2.2.5). Notably, (2.2.5) and (2.2.8) do not involve $j_{m+1}$ but (2.2.7)does.

Therefore, $\mathbb{A}_{n}^{m}$ can be expressed as

$$
\mathbb{A}_{n}^{m}=\left[\begin{array}{ll}
A_{m, n ; 1} & A_{m, n ; 2}  \tag{2.2.9}\\
A_{m, n ; 3} & A_{m, n ; 4}
\end{array}\right]
$$

where

$$
\begin{equation*}
A_{m, n ; \alpha}=\sum_{k=1}^{2^{m-1}} A_{m, n ; \alpha}^{(k)} \tag{2.2.10}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
X_{m, n ; \alpha}=\left(A_{m, n ; \alpha}^{(k)}\right)_{1 \leq k \leq 2^{m-1}}^{t} . \tag{2.2.11}
\end{equation*}
$$

$1 \leq k \leq 2^{m-1}, X_{m, n ; \alpha}$ is a $2^{m-1}$ column-vector that consists of all elementary patterns in $A_{m, n ; \alpha}$. The ordering matrix $\mathbb{X}_{m, n}$ of $\mathbb{A}_{n}^{m}$ is now defined by

$$
\mathbb{X}_{m, n}=\left[\begin{array}{ll}
X_{m, n ; 1} & X_{m, n ; 2}  \tag{2.2.12}\\
X_{m, n ; 3} & X_{m, n ; 4}
\end{array}\right]
$$

The ordering matrix $\mathbb{X}_{m, n}$ allows the elementary patterns to be tracked during the reduction from $\mathbb{A}_{n+1}^{m}$ to $\mathbb{A}_{n}^{m}$. This careful book-keeping provides a systematic way to generate the admissible patterns and later, lower-bound estimates of spatial entropy.

The following simplest example is studied first to illustrate the above concept.
Example 2.1. For $m=2$, the following can easily be verified;

$$
\mathbb{A}_{n}^{2}=\left[\begin{array}{cc}
A_{n ; 11}^{2}+A_{n ; 12} A_{n ; 21} & A_{n ; 11} A_{n ; 12}+A_{n ; 12} A_{n ; 22}  \tag{2.2.13}\\
A_{n ; 21} A_{n ; 11}+A_{n ; 22} A_{n ; 21} & A_{n ; 21} A_{n ; 12}+A_{n ; 22}^{2}
\end{array}\right],
$$

and

$$
\left.\begin{array}{ll}
A_{2, n ; 1}^{(1)}=A_{n ; 11}^{2}, & A_{2, n ; 1}^{(2)}=A_{n ; 12} A_{n ; 21}, \\
A_{2, n ; 2}^{(1)}=A_{n ; 11} A_{n ; 12}, & A_{2, n}^{(2)}=A_{n ; 12} A_{n ; 22}, \\
A_{2, n ; 3}^{(1)}=A_{n ; 21} A_{n ; 11}, & A_{2, n ; 3}^{(2)}=A_{n ; 22} A_{n ; 21},  \tag{2.2.14}\\
A_{2, n ; 4}^{(1)}=A_{n ; 21} A_{n ; 12}, & A_{2, n ; 4}^{(2)}=A_{n ; 22}^{2} .
\end{array}\right\} .
$$

Therefore,

$$
\left.\begin{array}{l}
X_{2, n ; 1}=\left[\begin{array}{c}
A_{n ; 11}^{2} \\
A_{n ; 12} A_{n ; 21}
\end{array}\right], \quad X_{2, n ; 2}=\left[\begin{array}{c}
A_{n ; 11} A_{n, 12} \\
A_{n ; 12} A_{n ; 22}
\end{array}\right], \\
X_{2, n ; 3}=\left[\begin{array}{c}
A_{n ; 21} A_{n ; 11} \\
A_{n ; 22} A_{n ; 21}
\end{array}\right], \quad X_{2, n ; 4}=\left[\begin{array}{c}
A_{n ; 21} A_{n, 12} \\
A_{n ; 22}^{2}
\end{array}\right] . \tag{2.2.15}
\end{array}\right\} .
$$

Applying (2.1.7), and by a straightforward computation,

$$
\left.\begin{array}{l}
(2.2 .16)  \tag{2.2.16}\\
X_{2, n+1 ; 1}=\left[\begin{array}{c}
A_{n+1 ; 11}^{2} \\
A_{n+1 ; 12} A_{n+1 ; 21}
\end{array}\right] \\
=\left[\begin{array}{cc}
b_{11}^{2} A_{n ; 1}^{2}+b_{12} b_{13} A_{n ; 2} A_{n ; 3} & b_{11} b_{12} A_{n ; 1} A_{n ; 2}+b_{12} b_{14} A_{n ; 2} A_{n ; 4} \\
b_{13} b_{11} A_{n ; 3} A_{n ; 1}+b_{14} b_{13} A_{n ; 4} A_{n ; 3} & b_{13} b_{12} A_{n ; 3} A_{n ; 2}+b_{14}^{2} A_{n ; 4}^{2}
\end{array}\right] \\
{\left[\begin{array}{cc}
b_{21} b_{31} A_{n ; 1}^{2}+b_{22} b_{33} A_{n ; 2} A_{n ; 3} & b_{21} b_{32} A_{n ; 1} A_{n ; 2}+b_{22} b_{34} A_{n ; 2} A_{n ; 4} \\
b_{23} b_{31} A_{n ; 3} A_{n ; 1}+b_{24} b_{33} A_{n ; 4} A_{n ; 3} & b_{23} b_{32} A_{n ; 3} A_{n ; 2}+b_{24} b_{34} A_{n ; 4}^{2}
\end{array}\right]}
\end{array}\right] .
$$

Clearly, the $j_{1} j_{2}$ entries of $A_{n+1 ; 11}^{2}$ and $A_{n+1 ; 12} A_{n+1 ; 21}$ in (3.2.9) consist of entries of $X_{2, n ; \alpha}$ in (3.2.7) with $\alpha=\alpha\left(j_{1}, j_{2}\right)$ in (2.2.4). Moreover, the terms in (3.2.9) can be rearranged in terms of $X_{2, n ; \alpha}$ by exchanging the second row in the first matrix with the first row in the second matrix in (3.2.9) as follows. (2.2.17)

$$
\left[\begin{array}{cc}
{\left[\begin{array}{cc}
b_{11}^{2} & b_{12} b_{13} \\
b_{21} b_{31} & b_{22} b_{33}
\end{array}\right]\left[\begin{array}{c}
A_{n ; 1}^{2} \\
A_{n ; 2} A_{n ; 3}
\end{array}\right]} & {\left[\begin{array}{ll}
b_{11} b_{12} & b_{12} b_{14} \\
b_{21} b_{32} & b_{22} b_{34}
\end{array}\right]\left[\begin{array}{c}
A_{n ; 1} A_{n ; 2} \\
A_{n ; 2} A_{n ; 4}
\end{array}\right]} \\
{\left[\begin{array}{ll}
b_{13} b_{11} & b_{14} b_{13} \\
b_{23} b_{31} & b_{24} b_{33}
\end{array}\right]\left[\begin{array}{l}
A_{n ; 3} A_{n ; 1} \\
A_{n ; 4} A_{n ; 3}
\end{array}\right]} & {\left[\begin{array}{ll}
b_{13} b_{12} & b_{14}^{2} \\
b_{23} b_{32} & b_{24} b_{34}
\end{array}\right]\left[\begin{array}{c}
A_{n ; 3} A_{n ; 2} \\
A_{n ; 4}^{2}
\end{array}\right]}
\end{array}\right]
$$

Applying (3.1.1), (3.1.2) and (3.2.2), (3.2.10) can be rewritten as

$$
\begin{align*}
& {\left[\begin{array}{cc}
{\left[\begin{array}{cc}
a_{11}^{2} & a_{12} a_{21} \\
a_{13} a_{31} & a_{14} a_{41}
\end{array}\right]\left[\begin{array}{c}
A_{n ; 11}^{2} \\
A_{n ; 12} A_{n ; 21}
\end{array}\right]} & {\left[\begin{array}{ll}
a_{11} a_{12} & a_{12} a_{22} \\
a_{13} a_{32} & a_{14} a_{42}
\end{array}\right]\left[\begin{array}{c}
A_{n ; 11} A_{n ; 12} \\
A_{n ; 12} A_{n ; 22}
\end{array}\right]} \\
{\left[\begin{array}{cc}
a_{21} a_{11} & a_{22} a_{21} \\
a_{23} a_{31} & a_{24} a_{41}
\end{array}\right]\left[\begin{array}{c}
A_{n ; 21} A_{n ; 11} \\
A_{n ; 22} A_{n ; 21}
\end{array}\right]} & {\left[\begin{array}{cc}
a_{21} a_{12} & a_{22}^{2} \\
a_{23} a_{32} & a_{24} a_{42}
\end{array}\right]\left[\begin{array}{c}
A_{n ; 21} A_{n ; 12} \\
A_{n ; 22}^{2}
\end{array}\right]}
\end{array}\right]} \\
& 2.2 .18) \quad=\quad\left[\begin{array}{ll}
\left(B_{2 ; 11} \circ \tilde{A}_{2 ; 11}\right) X_{2, n ; 1} & \left(B_{2 ; 11} \circ \tilde{A}_{2 ; 12}\right) X_{2, n ; 2} \\
\left(B_{2 ; 12} \circ \tilde{A}_{2 ; 11}\right) X_{2, n ; 3} & \left(B_{2 ; 12} \circ \tilde{A}_{2 ; 12}\right) X_{2, n ; 4}
\end{array}\right] \tag{2.2.18}
\end{align*}
$$

Therefore, after the entries of $X_{2, n+1 ; 1}$ as in (3.2.10) or (3.2.15) have been permuted, $X_{2, n+1 ; 1}$ can be represented by a $2 \times 2$ matrix

$$
\hat{X}_{2, n+1 ; 1} \equiv \mathcal{P}\left(X_{2, n+1 ; 1}\right) \equiv\left[\begin{array}{ll}
X_{2, n+1 ; 1 ; 1} & X_{2, n+1 ; 1 ; 2}  \tag{2.2.19}\\
X_{2, n+1 ; 1 ; 3} & X_{2, n+1 ; 1 ; 4}
\end{array}\right]
$$

where

$$
\left.\begin{array}{l}
X_{2, n+1 ; 1 ; 1}=S_{2 ; 11} X_{2, n ; 1}, \\
X_{2, n+1 ; 1 ; 2}=S_{2 ; 12} X_{2, n ; 2} \\
X_{2, n+1 ; 1 ; 3}=S_{2 ; 13} X_{2, n ; 3}  \tag{2.2.20}\\
X_{2, n+1 ; 1 ; 4}=S_{2 ; 14} X_{2, n ; 4}
\end{array}\right\}
$$

and

$$
\left.\begin{array}{l}
S_{2 ; 11}=B_{2 ; 11} \circ \tilde{A}_{2 ; 11} \equiv C_{2 ; 11}, \\
S_{2 ; 12}=B_{2 ; 11} \circ \tilde{A}_{2 ; 12} \equiv C_{2 ; 12}, \\
S_{2 ; 13}=B_{2 ; 12} \circ \tilde{A}_{2 ; 11} \equiv C_{2 ; 21},  \tag{2.2.21}\\
S_{2 ; 14}=B_{2 ; 12} \circ \tilde{A}_{2 ; 12} \equiv C_{2 ; 22},
\end{array}\right\} .
$$

The above derivation indicates that $X_{2, n+1 ; \alpha}$ can be reduced to $X_{2, n ; \beta}$ via multiplication with connecting matrices $C_{2 ; \alpha \beta}$. This procedure can be extended to introduce the connecting operator $\mathbb{C}_{m}=\left[C_{m ; \alpha \beta}\right]$, for all $m \geq 2$.

Before $\mathbb{C}_{m}$ is introduced, three products of matrices are defined as follows.
Definition 2.2. For any two matrices $\mathbb{M}=\left(M_{i j}\right)$ and $\mathbb{N}=\left(N_{k l}\right)$, the Kronecker product (tensor product) $\mathbb{M} \otimes \mathbb{N}$ of $\mathbb{M}$ and $\mathbb{N}$ is defined by

$$
\begin{equation*}
\mathbb{M} \otimes \mathbb{N}=\left(M_{i j} \mathbb{N}\right) \tag{2.2.22}
\end{equation*}
$$

For any $n \geq 1$,

$$
\otimes \mathbb{N}^{n}=\mathbb{N} \otimes \mathbb{N} \otimes \cdots \otimes \mathbb{N}
$$

n-times in $\mathbb{N}$.
Next, for any two $m \times m$ matrices

$$
\mathbb{P}=\left(P_{i j}\right) \text { and } \mathbb{Q}=\left(Q_{i j}\right)
$$

where $P_{i j}$ and $Q_{i j}$ are numbers or matrices, the Hadamard product $\mathbb{P} \circ \mathbb{Q}$ is defined by

$$
\begin{equation*}
\mathbb{P} \circ \mathbb{Q}=\left(P_{i j} \cdot Q_{i j}\right), \tag{2.2.23}
\end{equation*}
$$

where the product $P_{i j} \cdot Q_{i j}$ of $P_{i j}$ and $Q_{i j}$ may be a multiplication between numbers, between numbers and matrices or between matrices whenever it is well-defined.

Finally, product $\hat{\otimes}$ is defined as follows. For any $4 \times 4$ matrix

$$
\mathbb{M}_{2}=\left[\begin{array}{llll}
m_{11} & m_{12} & m_{21} & m_{22}  \tag{2.2.24}\\
m_{13} & m_{14} & m_{23} & m_{24} \\
m_{31} & m_{32} & m_{41} & m_{42} \\
m_{33} & m_{34} & m_{43} & m_{44}
\end{array}\right]=\left[\begin{array}{ll}
M_{2 ; 1} & M_{2 ; 2} \\
M_{2 ; 3} & M_{2 ; 4}
\end{array}\right]
$$

and any $2 \times 2$ matrix

$$
\mathbb{N}=\left[\begin{array}{ll}
N_{1} & N_{2}  \tag{2.2.25}\\
N_{3} & N_{4}
\end{array}\right]
$$

where $m_{i j}$ are numbers and $N_{k}$ are numbers or matrices, for $1 \leq i, j, k \leq 4$, define

$$
\mathbb{M}_{2} \hat{\otimes} \mathbb{N}=\left[\begin{array}{llll}
m_{11} N_{1} & m_{12} N_{2} & m_{21} N_{1} & m_{22} N_{2}  \tag{2.2.26}\\
m_{13} N_{3} & m_{14} N_{4} & m_{23} N_{3} & m_{24} N_{4} \\
m_{31} N_{1} & m_{32} N_{2} & m_{41} N_{1} & m_{42} N_{2} \\
m_{33} N_{3} & m_{34} N_{4} & m_{43} N_{3} & m_{44} N_{4}
\end{array}\right]
$$

Furthermore, for $n \geq 1$, the $n+1$ th order of transition matrix of $\mathbb{M}_{2}$ is defined by

$$
\mathbb{M}_{n+1} \equiv \hat{\otimes} \mathbb{M}_{2}^{n}=\mathbb{M}_{2} \hat{\otimes} \mathbb{M}_{2} \hat{\otimes} \cdots \hat{\otimes} \mathbb{M}_{2}
$$

$n$-times in $\mathbb{M}_{2}$. More precisely,

$$
\mathbb{M}_{n+1}=\mathbb{M}_{2} \hat{\otimes}\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right)=\left[\begin{array}{ll}
M_{2 ; 1} \circ\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right) & M_{2 ; 2} \circ\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right) \\
M_{2 ; 3} \circ\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right) & M_{2 ; 4} \circ\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right)
\end{array}\right]
$$

$$
=\left[\begin{array}{cc|cc}
m_{11} M_{n ; 1} & m_{12} M_{n ; 2} & m_{21} M_{n ; 1} & m_{22} M_{n ; 2}  \tag{2.2.27}\\
m_{13} M_{n ; 3} & m_{14} M_{n ; 4} & m_{23} M_{n ; 3} & m_{24} M_{n ; 4} \\
\hline m_{31} M_{n ; 1} & m_{32} M_{n ; 2} & m_{41} M_{n ; 1} & m_{42} M_{n ; 2} \\
m_{33} M_{n ; 3} & m_{34} M_{n ; 4} & m_{43} M_{n ; 3} & m_{44} M_{n ; 4}
\end{array}\right]=\left[\begin{array}{cc}
M_{n+1 ; 1} & M_{n+1 ; 2} \\
M_{n+1 ; 3} & M_{n+1 ; 4}
\end{array}\right],
$$

where

$$
\mathbb{M}_{n}=\hat{\otimes} \mathbb{M}_{2}^{n-1}=\left[\begin{array}{ll}
M_{n ; 1} & M_{n ; 2} \\
M_{n ; 3} & M_{n ; 4}
\end{array}\right]
$$

Here, the following convention is adopted,

$$
\hat{\otimes} \mathbb{M}_{2}^{0}=\mathbb{E}_{2 \times 2}
$$

Definition 2.3. For $m \geq 2$, define

$$
\mathbb{C}_{m}=\left[\begin{array}{cccc}
C_{m ; 11} & C_{m ; 12} & C_{m ; 13} & C_{m ; 14}  \tag{2.2.28}\\
C_{m ; 21} & C_{m ; 22} & C_{m ; 23} & C_{m ; 24} \\
C_{m ; 31} & C_{m ; 32} & C_{m ; 33} & C_{m ; 34} \\
C_{m ; 41} & C_{m ; 42} & C_{m ; 43} & C_{m ; 44}
\end{array}\right]=\left[\begin{array}{cccc}
S_{m ; 11} & S_{m ; 12} & S_{m ; 21} & S_{m ; 22} \\
S_{m ; 13} & S_{m ; 14} & S_{m ; 23} & S_{m ; 24} \\
S_{m ; 31} & S_{m ; 32} & S_{m ; 41} & S_{m ; 42} \\
S_{m ; 33} & S_{m ; 34} & S_{m ; 43} & S_{m ; 44}
\end{array}\right]
$$

where

$$
\begin{align*}
C_{m ; \alpha \beta} & =\left(\left[\begin{array}{ll}
a_{\alpha 1} & a_{\alpha 2} \\
a_{\alpha 3} & a_{\alpha 4}
\end{array}\right] \circ\left(\hat{\otimes}\left[\begin{array}{ll}
B_{2 ; 1} & B_{2 ; 2} \\
B_{2 ; 3} & B_{2 ; 4}
\end{array}\right]^{m-2}\right)_{2 \times 2}\right)_{2^{m-1} \times 2^{m-1}}  \tag{2.2.29}\\
& \circ\left(E_{2^{m-2} \times 2^{m-2}} \otimes\left(\left[\begin{array}{ll}
a_{1 \beta} & a_{2 \beta} \\
a_{3 \beta} & a_{4 \beta}
\end{array}\right]\right)\right)_{2^{m-1} \times 2^{m-1}}
\end{align*}
$$

Similarly, for $\mathbb{B}_{2}$, define
$\mathbb{U}_{m}=\left[\begin{array}{llll}U_{m ; 11} & U_{m ; 12} & U_{m ; 13} & U_{m ; 14} \\ U_{m ; 21} & U_{m ; 22} & U_{m ; 23} & U_{m ; 24} \\ U_{m ; 31} & U_{m ; 32} & U_{m ; 33} & U_{m ; 34} \\ U_{m ; 41} & U_{m ; 42} & U_{m ; 43} & U_{m ; 44}\end{array}\right]=\left[\begin{array}{llll}W_{m ; 11} & W_{m ; 12} & W_{m ; 21} & W_{m ; 22} \\ W_{m ; 13} & W_{m ; 14} & W_{m ; 23} & W_{m ; 24} \\ W_{m ; 31} & W_{m ; 32} & W_{m ; 41} & W_{m ; 42} \\ W_{m ; 33} & W_{m ; 34} & W_{m ; 43} & W_{m ; 44}\end{array}\right]$,
where
(2.2.31)

$$
\begin{aligned}
U_{m ; \alpha \beta} & =\left(\left[\begin{array}{ll}
b_{\alpha_{1}} & b_{\alpha_{2}} \\
b_{\alpha_{3}} & b_{\alpha_{4}}
\end{array}\right] \circ\left(\hat{\otimes}\left[\begin{array}{ll}
A_{2 ; 1} & A_{2 ; 2} \\
A_{2 ; 3} & A_{2 ; 4}
\end{array}\right]^{m-2}\right)_{2 \times 2}\right)_{2^{m-1} \times 2^{m-1}} \\
& \circ\left(E_{2^{m-2} \times 2^{m-2}} \otimes\left(\left[\begin{array}{ll}
b_{1 \beta} & b_{2 \beta} \\
b_{3 \beta} & b_{4 \beta}
\end{array}\right]\right)\right)_{2^{m-1} \times 2^{m-1}}
\end{aligned}
$$

$\mathbb{S}_{m}=\left[S_{m ; \alpha \beta}\right]$ and $\mathbb{W}_{m}=\left[W_{m ; \alpha \beta}\right]$.
Now $\mathbb{C}_{m+1}$ can be found from $\mathbb{C}_{m}$ by a recursive formula, as in (2.1.7).
Theorem 2.4. For any $m \geq 2$ and $1 \leq \alpha, \beta \leq 4$,

$$
C_{m+1 ; \alpha \beta}=\left[\begin{array}{cc}
a_{\alpha_{1}} C_{m ; 1 \beta} & a_{\alpha_{2}} C_{m ; 2 \beta}  \tag{2.2.32}\\
a_{\alpha_{3}} C_{m ; 3 \beta} & a_{\alpha_{4}} C_{m ; 4 \beta}
\end{array}\right],
$$

and

$$
U_{m+1 ; \alpha \beta}=\left[\begin{array}{ll}
b_{\alpha_{1}} U_{m ; 1 \beta} & b_{\alpha_{2}} U_{m ; 2 \beta}  \tag{2.2.33}\\
b_{\alpha_{3}} U_{m ; 3 \beta} & b_{\alpha_{4}} U_{m ; 4 \beta}
\end{array}\right] .
$$

Proof. By (3.2.43),

$$
\hat{\otimes} \mathbb{B}_{2}^{m-1}=\mathbb{B}_{2} \hat{\otimes}\left(\hat{\otimes} \mathbb{B}_{2}^{m-2}\right)=\left[\begin{array}{ll}
B_{2 ; 1} \circ\left(\hat{\otimes} \mathbb{B}_{2}^{m-2}\right) & B_{2 ; 2} \circ\left(\hat{\otimes} \mathbb{B}_{2}^{m-2}\right) \\
B_{2 ; 3} \circ\left(\hat{\otimes} \mathbb{B}_{2}^{m-2}\right) & B_{2 ; 4} \circ\left(\hat{\otimes} \mathbb{B}_{2}^{m-2}\right)
\end{array}\right] .
$$

Therefore,

$$
\begin{aligned}
& C_{m+1 ; \alpha \beta}=\left(B_{2 ; \alpha} \circ\left(\hat{\otimes} \mathbb{B}_{2}^{m-1}\right)\right) \circ\left(E_{2^{m-1} \times 2^{m-1}} \otimes \tilde{A}_{2 ; \beta}\right) \\
& =\left[\begin{array}{ll}
a_{\alpha 1}\left(B_{2 ; 1} \circ \hat{\otimes} \mathbb{B}_{2}^{m-2}\right) & a_{\alpha 2}\left(B_{2 ; 2} \circ \hat{\otimes} \mathbb{B}_{2}^{m-2}\right) \\
a_{\alpha 3}\left(B_{2 ; 3} \circ \hat{\otimes} \mathbb{B}_{2}^{m-2}\right) & a_{\alpha 4}\left(B_{2 ; 4} \circ \hat{\otimes} \mathbb{B}_{2}^{m-2}\right)
\end{array}\right] \circ\left(E_{2^{m-1} \times 2^{m-1}} \otimes \tilde{A}_{2 ; \beta}\right) \\
& =\left[\begin{array}{ll}
a_{\alpha 1}\left[\left(B_{2 ; 1} \circ \hat{\otimes} \mathbb{B}_{2}^{m-2}\right) \circ\left(E_{2^{m-2} \times 2^{m-2}} \otimes \tilde{A}_{2 ; \beta}\right)\right] & a_{\alpha 2}\left[\left(B_{2 ; 2} \circ \hat{\otimes} \mathbb{B}_{2}^{m-2}\right) \circ\left(E_{2^{m-2} \times 2^{m-2}} \otimes \tilde{A}_{2 ; \beta}\right)\right. \\
a_{\alpha 3}\left[\left(B_{2 ; 3} \circ \hat{\otimes} \mathbb{B}_{2}^{m-2}\right) \circ\left(E_{2^{m-2} \times 2^{m-2}} \otimes \tilde{A}_{2 ; \beta}\right)\right] & a_{\alpha 4}\left[\left(B_{2 ; 4} \circ \hat{\otimes} \mathbb{B}_{2}^{m-2}\right) \circ\left(E_{2^{m-2} \times 2^{m-2}} \otimes \tilde{A}_{2 ; \beta}\right)\right]
\end{array}\right] \\
& =\left[\begin{array}{ll}
a_{\alpha 1} C_{m ; 1 \beta} & a_{\alpha 2} C_{m ; 2 \beta} \\
a_{\alpha 3} C_{m ; 3 \beta} & a_{\alpha 4} C_{m ; 4 \beta}
\end{array}\right] .
\end{aligned}
$$

A similar result also holds for $U_{m ; \alpha \beta}$; the details are omitted here. The proof is complete.

Notably, (3.2.51) implies $\mathbb{C}_{m ; i j}$ is $a_{i_{1} i_{2}} a_{i_{2} i_{3}} \cdots a_{i_{m} i_{m+1}}$ with $i_{1}=i$ and $i_{m+1}=j . \mathbb{C}_{m ; i j}$ consist of all words(or paths) of length $m$ starting from $i$ and ending at $j$. Indeed, the entries of $\mathbb{C}_{m}$ and $\mathbb{B}_{m+1}$ are the same. However, the arrangements are different. $\mathbb{C}_{m}$ can also be used to study the primitivity of $\mathbb{A}_{n}, n \geq 2$, as in [6].

That the recursive formula (2.1.24) holds remains to be shown. Indeed, in (2.2.6) substituting $n$ for $n+1$ and using (2.1.7),

$$
\left.\begin{array}{l}
A_{m, n+1 ; \alpha}^{(k)} \\
=A_{n+1 ; j_{1} j_{2}} A_{n+1 ; j_{2} j_{3}} \cdots A_{n+1, j_{m} j_{m+1}} \\
=\prod_{i=1}^{m}\left[\begin{array}{cc}
b_{\alpha_{i} 1} A_{n ; 11} & b_{\alpha_{i} 2} A_{n ; 12} \\
b_{\alpha_{i}} 3 & A_{n ; 21}
\end{array} b_{\alpha_{i} 4} A_{n ; 22}\right. \tag{2.2.34}
\end{array}\right]=\$
$$

where $\alpha_{i}=\alpha\left(j_{i}, j_{i+1}\right)$, for $1 \leq i \leq m$. After $m$ matrix multiplications are executed in (3.2.49),

$$
A_{m, n+1 ; \alpha}^{(k)}=\left[\begin{array}{ll}
A_{m, n+1 ; \alpha ; 1}^{(k)} & A_{m, n+1 ; \alpha ; 2}^{(k)}  \tag{2.2.35}\\
A_{m, n+1 ; \alpha ; 3}^{(k)} & A_{m, n+1 ; \alpha ; 4}^{(k)}
\end{array}\right]
$$

where

$$
\begin{equation*}
A_{m, n+1 ; \alpha ; \beta}^{(k)}=\sum_{l=1}^{2^{m-1}} K(m ; \alpha, \beta ; k, l) A_{m, n ; \beta}^{(l)} \tag{2.2.36}
\end{equation*}
$$

is a linear combination of $A_{m, n ; \beta}^{(l)}$ with the coefficients $K(m ; \alpha, \beta ; k, l)$ which are products of $b_{\alpha_{l} j}, 1 \leq l \leq m . K(m ; \alpha, \beta ; k, l)$ must be studied in more details.

Note that

$$
\begin{align*}
\mathbb{A}_{n+1}^{m}=\left[\begin{array}{cc}
A_{m, n+1 ; 1} & A_{m, n+1 ; 2} \\
A_{m, n+1 ; 3} & A_{m, n+1 ; 4}
\end{array}\right]  \tag{2.2.37}\\
=\left[\begin{array}{cc}
\sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 1}^{(k)} & \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 2}^{(k)} \\
\sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 3}^{(k)} & \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 4}^{(k)}
\end{array}\right]
\end{align*}
$$

$=\left[\begin{array}{ccccc}\sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 1 ; 1}^{(k)} & \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 1 ; 2}^{(k)} & \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 2 ; 1}^{(k)} & \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 2 ; 2}^{(k)} \\ \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 1 ; 3}^{(k)} & \sum_{k=1}^{2^{m}-1} A_{m, n+1 ; 1 ; 4}^{(k)} & \sum_{k=1}^{2^{m}} A_{m, n+1 ; 2 ; 3}^{(k)} & \sum_{k=1}^{2^{m}} A_{m, n}^{(k)} A_{m+1 ; 2 ; 4}^{(k)} \\ \sum_{k=1}^{2^{m}} A_{m, n+1 ; 3 ; 1}^{(k)} & \sum_{k=1}^{2^{m}} A_{m, n+1 ; 3 ; 2}^{(k)} & \sum_{k=1}^{2^{m}-1} A_{m, n+1 ; 4 ; 1}^{(k)} & \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 4 ; 2}^{(k)} \\ \sum_{k=1}^{2^{m}-1} A_{m, n+1 ; 3 ; 3}^{(k)} & \sum_{k=1}^{2^{m}-1} A_{m, n+1 ; 3 ; 4}^{(k)} & \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 4 ; 3} & \sum_{k=1}^{2^{m-1}} A_{m, n+1 ; 4 ; 4}^{k \mid}(k)\end{array}\right]$
Now, $X_{m, n+1 ; \alpha ; \beta}$ is defined as

$$
\begin{equation*}
X_{m, n+1 ; \alpha ; \beta}=\left(A_{m, n+1 ; \alpha ; \beta}^{(k)}\right)^{t} . \tag{2.2.38}
\end{equation*}
$$

As in (3.2.10), the entries of $X_{m, n+1 ; \alpha}$ are rearranged into a new matrix

$$
\hat{X}_{m, n+1 ; \alpha} \equiv \mathcal{P}\left(X_{m, n+1 ; \alpha}\right) \equiv\left[\begin{array}{ll}
X_{m, n+1 ; \alpha ; 1} & X_{m, n+1 ; \alpha ; 2}  \tag{2.2.39}\\
X_{m, n+1 ; \alpha ; 3} & X_{m, n+1 ; \alpha ; 4}
\end{array}\right]
$$

From (2.2.36) and (3.2.54),

$$
\begin{equation*}
X_{m, n+1 ; \alpha ; \beta}=\mathbb{K}(m ; \alpha, \beta) X_{m, n ; \beta} \tag{2.2.40}
\end{equation*}
$$

where

$$
\mathbb{K}(m ; \alpha, \beta)=(K(m ; \alpha, \beta ; k, l)), 1 \leq k, l \leq 2^{m-1}
$$

is a $2^{m-1} \times 2^{m-1}$ matrix. Now, $\mathbb{K}(m ; \alpha, \beta)=S_{m ; \alpha \beta}$ must be shown as follows.
Theorem 2.5. For any $m \geq 2$ and $n \geq 2$, let $S_{m ; \alpha \beta}$ be given as in (3.2.44) and (3.2.45). Then,

$$
\mathbb{K}(m ; \alpha, \beta)=S_{m ; \alpha \beta}
$$

i.e.,

$$
\begin{equation*}
X_{m, n+1 ; \alpha ; \beta}=S_{m ; \alpha \beta} X_{m, n ; \beta}, \tag{2.2.41}
\end{equation*}
$$

or equivalently, the recursive formula (2.1.24) holds. That is,

$$
A_{m, n+1 ; \alpha}^{(k)}=\left[\begin{array}{ll}
\sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 1}\right)_{k l} A_{m, n ; 1}^{(l)} & \sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 2}\right)_{k l} A_{m, n ; 2}^{(l)}  \tag{2.2.42}\\
\sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 3}\right)_{k l} A_{m, n ; 3}^{(l)} & \sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 4}\right)_{k l} A_{m, n ; 4}^{(l)}
\end{array}\right] .
$$

Moreover, for $n=1$,

$$
A_{m, 2 ; \alpha}^{(k)}=\left[\begin{array}{ll}
\sum_{\substack{l=1 \\
2^{m-1}}}\left(S_{m ; \alpha 1}\right)_{k l} & \sum_{\substack{l=1 \\
2^{m-1}}}\left(S_{m ; \alpha 2}\right)_{k l}  \tag{2.2.43}\\
\sum_{l=1}^{2^{m-1}}\left(S_{m ; \alpha 3}\right)_{k l} & \sum_{l=1}\left(S_{m ; \alpha 4}\right)_{k l}
\end{array}\right]
$$

for any $1 \leq k \leq 2^{m-1}$ and $\alpha \in\{1,2,3,4\}$.

Proof. The result is proven by the induction on $m$.
When $m=2$, and $\alpha=1$, (3.2.59) was proven as in Example 2.1. The case with $\alpha=2,3$ and 4 can also be proved analogously; the details are omitted.

Now, (3.2.59) ia assumed to hold for $m$; the goal is to show that it also holds for $m+1$. Since

$$
\mathbb{A}_{n+1}^{m+1}=\mathbb{A}_{n+1} \cdot \mathbb{A}_{n+1}^{m}=\left[\begin{array}{ll}
A_{n+1 ; 1} & A_{n+1 ; 2} \\
A_{n+1 ; 3} & A_{n+1 ; 4}
\end{array}\right]\left[\begin{array}{ll}
A_{m, n+1,1} & A_{m, n+1 ; 2} \\
A_{m, n+1,3} & A_{m, n+1 ; 4}
\end{array}\right]
$$

(2.2.11) implies

$$
\begin{aligned}
& X_{m+1, n+1 ; 1}=\left[\begin{array}{l}
A_{n+1 ; 1} X_{m, n+1 ; 1} \\
A_{n+1 ; 2} X_{m, n+1 ; 3}
\end{array}\right], X_{m+1, n+1 ; 2}=\left[\begin{array}{l}
A_{n+1 ; 1} X_{m, n+1 ; 2} \\
A_{n+1 ; 2} X_{m, n+1 ; 4}
\end{array}\right] \\
& X_{m+1, n+1 ; 3}=\left[\begin{array}{l}
A_{n+1 ; 3} X_{m, n+1 ; 1} \\
A_{n+1 ; 4} X_{m, n+1 ; 3}
\end{array}\right], \text { and } X_{m+1, n+1 ; 4}=\left[\begin{array}{c}
A_{n+1 ; 3} X_{m, n+1 ; 2} \\
A_{n+1 ; 4} X_{m, n+1 ; 4}
\end{array}\right] .
\end{aligned}
$$

For $\alpha=1$, by induction on $m$,

$$
\begin{aligned}
& \left(A_{n+1 ; 1} \mathcal{P}\left(X_{m, n+1 ; 1}\right), A_{n+1 ; 2} \mathcal{P}\left(X_{m, n+1 ; 3}\right)\right)^{t} \\
& =\left[\begin{array}{ll}
{\left[\begin{array}{ll}
b_{11} A_{n ; 1} & b_{12} A_{n ; 2} \\
b_{13} A_{n ; 3} & b_{14} A_{n ; 4}
\end{array}\right]\left[\begin{array}{ll}
S_{m ; 11} X_{m, n ; 1} & S_{m ; 12} X_{m, n ; 2} \\
S_{m ; 13} X_{m, n ; 3} & S_{m ; 14} X_{m, n ; 4}
\end{array}\right]} \\
{\left[\begin{array}{ll}
b_{21} A_{n ; 1} & b_{22} A_{n ; 2} \\
b_{23} A_{n ; 3} & b_{24} A_{n ; 4}
\end{array}\right]\left[\begin{array}{ll}
S_{m ; 31} X_{m, n ; 1} & S_{m ; 32} X_{m, n ; 2} \\
S_{m ; 33} X_{m, n ; 3} & S_{m ; 34} X_{m, n ; 4}
\end{array}\right]}
\end{array}\right] \\
& =\left[\begin{array}{lll}
{\left[\begin{array}{lll}
b_{11} S_{m ; 11} A_{n ; 1} X_{m, n ; 1}+b_{12} S_{m ; 13} A_{n ; 2} X_{m, n ; 3} & b_{11} S_{m ; 12} A_{n ; 1} X_{m, n ; 2}+b_{12} S_{m ; 14} A_{n ; 2} X_{m, n ; 4} \\
b_{13} S_{m ; 11} A_{n ; 3} X_{m, n ; 1}+b_{14} S_{m ; 13} A_{n ; 4} X_{m, n ; 3} & b_{13} S_{m ; 12} A_{n ; 3} X_{m, n ; 2}+b_{14} S_{m ; 14} A_{n ; 4} X_{m, n ; 4}
\end{array}\right]} \\
{\left[\begin{array}{lll}
b_{21} S_{m ; 31} A_{n ; 1} X_{m, n ; 1}+b_{22} S_{m ; 33} A_{n ; 2} X_{m, n ; 3} & b_{21} S_{m ; 32} A_{n ; 1} X_{m, n ; 2}+b_{22} S_{m ; 34} A_{n ; 2} X_{m, n ; 4} \\
b_{23} S_{m ; 31} A_{n ; 3} X_{m, n ; 1}+b_{24} S_{m ; 33} A_{n ; 4} X_{m, n ; 3} & b_{23} S_{m ; 32} A_{n ; 3} X_{m, n ; 2}+b_{24} S_{m ; 34} A_{n ; 4} X_{m, n ; 4}
\end{array}\right]}
\end{array}\right]
\end{aligned}
$$

Hence $X_{m+1, n+1 ; 1}$ can be represented by a matrix

$$
\begin{aligned}
& \hat{X}_{m+1, n+1 ; 1} \equiv \mathcal{P}\left(X_{m+1, n+1 ; 1}\right) \equiv\left[\begin{array}{ll}
X_{m+1, n+1 ; 1,1} & X_{m+1, n+1 ; 1,2} \\
X_{m+1, n+1 ; 1,3} & X_{m+1, n+1 ; 1,4}
\end{array}\right] \\
& =\left[\begin{array}{ll}
{\left[\begin{array}{ll}
b_{11} S_{m ; 11} & b_{12} S_{m ; 13} \\
b_{21} S_{m ; 31} & b_{22} S_{m ; 33}
\end{array}\right]\left[\begin{array}{l}
A_{n ; 1} X_{m, n ; 1} \\
A_{n ; 2} X_{m, n ; 3}
\end{array}\right]\left[\begin{array}{ll}
b_{11} S_{m ; 12} & b_{12} S_{m ; 14} \\
b_{21} S_{m ; 32} & b_{22} S_{m ; 34}
\end{array}\right]\left[\begin{array}{l}
A_{n ; 1} X_{m, n ; 2} \\
A_{n ; 2} X_{m, n ; 4}
\end{array}\right]} \\
{\left[\begin{array}{ll}
b_{13} S_{m ; 11} & b_{14} S_{m ; 13} \\
b_{23} S_{m ; 31} & b_{24} S_{m ; 33}
\end{array}\right]\left[\begin{array}{l}
A_{n ; 3} X_{m, n ; 1} \\
A_{n ; 4} X_{m, n ; 3}
\end{array}\right]} & {\left[\begin{array}{ll}
b_{13} S_{m ; 12} & b_{14} S_{m ; 14} \\
b_{23} S_{m ; 32} & b_{24} S_{m ; 34}
\end{array}\right]\left[\begin{array}{l}
A_{n ; 3} X_{m, n ; 2} \\
A_{n ; 4} X_{m, n ; 4}
\end{array}\right]}
\end{array}\right.
\end{aligned}
$$

Once again, (3.1.1), (3.1.2) and (3.2.2) can be used to recast the matrix $\hat{X}_{m+1, n+1 ; 1}$ as

$$
\left[\begin{array}{ll}
{\left[\begin{array}{ll}
a_{11} C_{m ; 11} & a_{12} C_{m ; 21} \\
a_{13} C_{m ; 31} & a_{14} C_{m ; 41}
\end{array}\right] X_{m+1, n ; 1}} & {\left[\begin{array}{ll}
a_{11} C_{m ; 12} & a_{12} C_{m ; 22} \\
a_{13} C_{m ; 32} & a_{14} C_{m ; 42}
\end{array}\right] X_{m+1, n ; 2}} \\
{\left[\begin{array}{ll}
a_{21} C_{m ; 11} & a_{22} C_{m ; 21} \\
a_{23} C_{m ; 31} & a_{24} C_{m ; 41}
\end{array}\right] X_{m+1, n ; 3}} & {\left[\begin{array}{ll}
a_{21} C_{m ; 12} & a_{22} C_{m ; 22} \\
a_{23} C_{m ; 32} & a_{24} C_{m ; 42}
\end{array}\right] X_{m+1, n ; 4}}
\end{array}\right]
$$

According to Theorem 2.4, the above matrix becomes

$$
=\left[\begin{array}{ll}
C_{m+1 ; 11} X_{m+1, n ; 1} & C_{m+1 ; 12} X_{m+1, n ; 2} \\
C_{m+1 ; 21} X_{m+1, n ; 3} & C_{m+1 ; 22} X_{m+1, n ; 4}
\end{array}\right]=\left[\begin{array}{cc}
S_{m+1 ; 11} X_{m+1, n ; 1} & S_{m+1 ; 12} X_{m+1, n ; 2} \\
S_{m+1 ; 13} X_{m+1, n ; 3} & S_{m+1 ; 14} X_{m+1, n ; 4}
\end{array}\right] .
$$

The cases with $\alpha=2,3$ and 4 can also be considered analogously (3.2.59) follows.

Next, (3.2.60) follows easily from (2.2.35), (2.2.36) and (3.2.59).
Equation (3.2.61) remains to be shown. If the $2 \times 2$ matrix

$$
\mathbb{A}_{1} \equiv\left[\begin{array}{ll}
A_{1 ; 11} & A_{1 ; 12}  \tag{2.2.44}\\
A_{1 ; 21} & A_{1 ; 22}
\end{array}\right] \equiv\left[\begin{array}{ll}
A_{1 ; 1} & A_{1 ; 2} \\
A_{1 ; 3} & A_{1 ; 4}
\end{array}\right] \equiv\left[\begin{array}{cc}
1 & 1 \\
1 & 1
\end{array}\right]
$$

is introduced, then the previous argument also hold for $n=1$. Hence, (3.2.61) holds. The proof is complete.

For any positive integer $p \geq 2$, applying Theorem $2.5 p$ times permits the elementary patterns of $\mathbb{A}_{n+p}^{m}$ to be expressed as the product of a sequence of $S_{m ; \beta_{i} \beta_{i+1}}$ and the elementary patterns in $\mathbb{A}_{n}^{m}$. The elementary pattern in $\mathbb{A}_{n+p}^{m}$ is first studied.

For any $p \geq 2$ and $1 \leq q \leq p-1$, define

$$
A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{q}}^{(k)}=\left[\begin{array}{ll}
A_{m}^{(k)}  \tag{2.2.45}\\
A_{m, n+p ; \alpha ; \beta_{2} ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{2} ; \cdots ; \beta_{q} ; 3}^{(k)} & A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{q} ; 2}^{(k)} \\
A_{m, n+p ; \beta_{2} ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{q} ; 4}^{(k)}
\end{array}\right]
$$

Then

$$
\begin{equation*}
A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{p}}^{(k)}=\sum_{l_{1}=1}^{2^{m-1}} \cdots \sum_{l_{p}=1}^{2^{m-1}}\left(\prod_{i=1}^{p} K\left(m ; \beta_{i-1}, \beta_{i} ; l_{i-1}, l_{i}\right)\right) A_{m, n ; \beta_{p}}^{\left(l_{p}\right)} \tag{2.2.46}
\end{equation*}
$$

where $\beta_{0}=\alpha$ and $l_{0}=k$ can be easily verified. Therefore, for any $p \geq 1$, a generalization for (3.2.53) can be found for $\mathbb{A}_{n+p}^{m}$ as a $2^{p+1} \times 2^{p+1}$ matrix

$$
\begin{equation*}
\mathbb{A}_{n+p}^{m}=\left[A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} \cdots ; \beta_{p}}\right] \tag{2.2.47}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} \cdots ; \beta_{p}}=\sum_{k=1}^{2^{m-1}} A_{m, n ; \alpha ; \beta_{1} ; \beta_{2} \cdots ; \beta_{p}}^{(k)} \tag{2.2.48}
\end{equation*}
$$

In particular, if $\alpha ; \beta_{1}, \beta_{2} \cdots, \beta_{p} \in\{1,4\}$, then $A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} \cdots ; \beta_{p}}$ lies on the diagonal of $\mathbb{A}_{n+p}^{m}$ in (2.2.47).

Now, define

$$
\begin{equation*}
X_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{p}}=\left(A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{p}}^{(k)}\right)^{t} . \tag{2.2.49}
\end{equation*}
$$

Therefore, Theorem 2.5 can be generalized to
Theorem 2.6. For any $m \geq 2, n \geq 2$ and $p \geq 1$,

$$
\begin{equation*}
X_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} \cdots ; \beta_{p}}=S_{m ; \alpha \beta_{1}} S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{p-1} \beta_{p}} X_{m, n ; \beta_{p}} \tag{2.2.50}
\end{equation*}
$$

where $\alpha, \beta_{i} \in\{1,2,3,4\}$ and $1 \leq i \leq p$.
Proof. From (2.2.46), (3.2.58) and (3.2.60),

$$
\begin{aligned}
& A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{p}}^{(k)}=\sum_{l_{1}=1}^{2^{m-1}} \cdots \sum_{l_{p}=1}^{2^{m-1}}\left(\prod_{i=1}^{p} K\left(m ; \beta_{i-1}, \beta_{i} ; l_{i-1}, l_{i}\right)\right) A_{m, n ; \beta_{p}}^{\left(l_{p}\right)} \\
& =\sum_{l_{1}=1}^{2^{m-1}} \cdots \sum_{l_{p}=1}^{2^{m-1}}\left(\prod_{i=1}^{p}\left(S_{m ; \beta_{i-1} \beta_{i}}\right)_{l_{i-1} l_{i}}\right) A_{m, n ; \beta_{p}}^{\left(l_{p}\right)} \\
& =\sum_{l_{1}=1}^{2^{m-1}} \cdots \sum_{l_{p}=1}^{2^{m-1}}\left(S_{m ; \beta_{0} \beta_{1}}\right)_{l_{0} l_{1}}\left(S_{m ; \beta_{1} \beta_{2}}\right)_{l_{1} l_{2}} \cdots\left(S_{m ; \beta_{p-1} \beta_{p}}\right)_{l_{p-1} l_{p}} A_{m, n ; \beta_{p}}^{\left(l_{p}\right)} \\
& =\sum_{l_{p}=1}^{2^{m-1}}\left(S_{m ; \beta_{0} \beta_{1}} S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{p-1} \beta_{p}}\right)_{l_{0} l_{p}} A_{m, n ; \beta_{p}}^{\left(l_{p}\right)} \\
& =\sum_{l_{p}=1}^{2^{m-1}}\left(S_{m ; \alpha \beta_{1}} S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{p-1} \beta_{p}}\right)_{k l_{p}} A_{m, n ; \beta_{p}}^{\left(l_{p}\right)}
\end{aligned}
$$

is derived. By (2.2.49), then

$$
\begin{aligned}
& X_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{p}}=\left(A_{m, n+p ; \alpha ; \beta_{1} ; \beta_{2} ; \cdots ; \beta_{p}}^{(k)}\right)^{t} \\
& =\left(\sum_{l_{p}=1}^{2^{m-1}}\left(S_{m ; \alpha \beta_{1}} S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{p-1} \beta_{p}}\right)_{k l_{p}} A_{m, n ; \beta_{p}}^{\left(l_{p}\right)}\right)^{t} \\
& =S_{m ; \alpha \beta_{1}} S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{p-1} \beta_{p}} X_{m, n ; \beta_{p}} .
\end{aligned}
$$

The proof is complete.

### 2.2.2 Lower bound of entropy

In this subsection, the connecting operator $\mathbb{C}_{m}$ is employed to estimate the lower bound of entropy, and in particular, to verify the positivity of entropy.

First, recall some properties of $\Gamma_{m, n}$ and spatial entropy.
$\Gamma_{m, n}$ satisfies the subadditivity in $m$ and $n$ :

$$
\begin{equation*}
\Gamma_{m_{1}+m_{2}, n} \leq \Gamma_{m_{1}, n} \Gamma_{m_{2}, n} \tag{2.2.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{m, n_{1}+n_{2}} \leq \Gamma_{m, n_{1}} \Gamma_{m, n_{2}} \tag{2.2.52}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\left|\mathbb{A}_{n}^{m_{1}+m_{2}}\right| \leq\left|\mathbb{A}_{n}^{m_{1}}\right|\left|\mathbb{A}_{n}^{m_{2}}\right| \tag{2.2.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mathbb{A}_{n_{1}+n_{2}}^{m}\right| \leq\left|\mathbb{A}_{n_{1}}^{m}\right|\left|\mathbb{A}_{n_{2}}^{m}\right| \tag{2.2.54}
\end{equation*}
$$

for positive integers $m, n, m_{1}, n_{1}, m_{2}$ and $n_{2}$. Here

$$
\mathbb{A}_{1}=\left[\begin{array}{ll}
1 & 1  \tag{2.2.55}\\
1 & 1
\end{array}\right]
$$

is applied.
The subadditivity property implies

$$
\begin{equation*}
\limsup _{m, n \rightarrow \infty} \frac{1}{m n} \log \left|\mathbb{A}_{n}^{m}\right| \leq \frac{1}{p q} \log \left|\mathbb{A}_{q}^{p-1}\right| \tag{2.2.56}
\end{equation*}
$$

for any $p$ and $q \geq 2$. Therefore,

$$
h\left(\mathbb{A}_{2}\right)=\lim _{m, n \rightarrow \infty} \frac{1}{m n} \log \left|\mathbb{A}_{n}^{m}\right|
$$

exists, and equals

$$
\begin{equation*}
\inf _{p, q \geq 2} \frac{1}{p q} \log \left|\mathbb{A}_{q}^{p-1}\right| \tag{2.2.57}
\end{equation*}
$$

In particular, $h\left(\mathbb{A}_{2}\right)$ has an upper bound

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \leq \frac{1}{p q} \log \left|\mathbb{A}_{q}^{p-1}\right| \tag{2.2.58}
\end{equation*}
$$

for any $p$ and $q \geq 2$.
Similarly, when $\mathbb{A}_{2}$ is horizontal (or vertical) transition matrix for any $m \geq 1$ and $q \geq 2$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \left|\mathbb{A}_{n}^{m}\right| \leq \frac{1}{q} \log \left|\mathbb{A}_{q}^{m}\right| \tag{2.2.59}
\end{equation*}
$$

Hence, the spatial entropy is $h_{m}\left(\mathbb{A}_{2}\right)$ on an infinite lattice $\mathbb{Z}_{m+1 \times \infty}\left(\right.$ or $\left.\mathbb{Z}_{\infty \times m+1}\right)$ and

$$
\begin{equation*}
h_{m}\left(\mathbb{A}_{2}\right) \equiv \lim _{n \rightarrow \infty} \frac{1}{n} \log \left|\mathbb{A}_{n}^{m}\right|=\inf _{q \geq 2} \frac{1}{q} \log \left|\mathbb{A}_{q}^{m}\right| \tag{2.2.60}
\end{equation*}
$$

For the proof of the above results, see [15].
Furthermore, by Perron-Frobenius theorem,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m} \log \left|\mathbb{A}_{n}^{m}\right|=\log \rho\left(\mathbb{A}_{n}\right) \tag{2.2.61}
\end{equation*}
$$

Therefore, for any $n \geq 2$

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \leq \frac{1}{n} \log \rho\left(\mathbb{A}_{n}\right) . \tag{2.2.62}
\end{equation*}
$$

For a proof of (2.2.61), see [4], [30].
The following notation is adopted.
Definition 2.7. Let $X=\left(X_{1}, \cdots, X_{M}\right)^{t}$, where $X_{k}$ are $N \times N$ matrices. Define the summation of $X_{k}$ by

$$
\begin{equation*}
|X|=\sum_{k=1}^{N} X_{k} \tag{2.2.63}
\end{equation*}
$$

If $\mathbb{M}=\left[M_{i j}\right]$ is a $M \times M$ matrix, then

$$
\begin{equation*}
|\mathbb{M} X|=\sum_{i=1}^{M} \sum_{j=1}^{M} M_{i j} X_{j} \tag{2.2.64}
\end{equation*}
$$

Note that, (2.2.63) implies

$$
\begin{equation*}
\left|X_{m, n ; \alpha}\right|=\sum_{k=1}^{2^{m-1}} A_{m, n ; \alpha}^{(k)}=A_{m, n ; \alpha} \tag{2.2.65}
\end{equation*}
$$

As usual, the set of all matrices with the same order can be partially ordered.

Definition 2.8. Let $\mathbb{M}=\left[M_{i j}\right]$ and $\mathbb{N}=\left[N_{i j}\right]$ be two $M \times M$ matrices, $\mathbb{M} \geq \mathbb{N}$ if $M_{i j} \geq N_{i j}$ for all $1 \leq i, j \leq M$.

Notably, if $\mathbb{A}_{2} \geq \mathbb{A}_{2}^{\prime}$ then $\mathbb{A}_{n} \geq \mathbb{A}_{n}^{\prime}$ for all $n \geq 2$. Therefore, $h\left(\mathbb{A}_{2}\right) \geq$ $h\left(\mathbb{A}_{2}^{\prime}\right)$. Hence, the spatial entropy as a function of $\mathbb{A}_{2}$ is monotonic with respect to the partial order $\geq$.

Definition 2.9. A $K+1$ multiple index

$$
\begin{equation*}
\mathcal{B}_{K} \equiv\left(\beta_{1} \beta_{2} \cdots \beta_{K} \beta_{K+1}\right) \tag{2.2.66}
\end{equation*}
$$

is called a (periodic) cycle if

$$
\begin{equation*}
\beta_{K+1}=\beta_{1} . \tag{2.2.67}
\end{equation*}
$$

It is called a diagonal cycle if (2.2.67) holds and

$$
\begin{equation*}
\beta_{k} \in\{1,4\} \tag{2.2.68}
\end{equation*}
$$

for each $1 \leq k \leq K+1$.
For a diagonal cycle (2.2.66), denote

$$
\begin{equation*}
\bar{\beta}_{K}=\beta_{1} ; \beta_{2} ; \cdots ; \beta_{K} \tag{2.2.69}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\beta}_{K}^{n}=\bar{\beta}_{K} ; \bar{\beta}_{K} ; \cdots ; \bar{\beta}_{K} \cdot(\mathrm{n} \text { times }) \tag{2.2.70}
\end{equation*}
$$

First, prove the following Lemma.
Lemma 2.10. Let $m \geq 2, K \geq 1, \mathcal{B}_{K}$ be a diagonal cycle. Then, for any $n \geq 1$,

$$
\begin{equation*}
\rho\left(\mathbb{A}_{n K+2}^{m}\right) \geq \rho\left(\left|\left(S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{K} \beta_{K+1}}\right)^{n} X_{m, 2 ; \beta_{1}}\right|\right) \tag{2.2.71}
\end{equation*}
$$

Proof. Since $\mathcal{B}_{K}$ is a periodic cycle, Theorem 2.6 implies

$$
\begin{equation*}
X_{m, n K+2 ; \bar{\beta}_{K}^{n}}=\left(S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{K} \beta_{K+1}}\right)^{n} X_{m, 2 ; \beta_{1}} \tag{2.2.72}
\end{equation*}
$$

Furthermore $\mathcal{B}_{K}$ is diagonal, and $\left|X_{m, n K+2 ; \bar{\beta}_{k}^{n}}\right|=A_{m, n K+2 ; \bar{\beta}_{k}^{n}}$ lies on the diagonal part as in (2.2.47) with $n+p=n K+2$, therefore

$$
\begin{equation*}
\rho\left(\mathbb{A}_{n K+2}^{m}\right) \geq \rho\left(\left|X_{m, n K+2 ; \bar{\beta}_{K}^{n}}\right|\right) \tag{2.2.73}
\end{equation*}
$$

Therefore, (2.2.71) follows from (2.2.72) and (2.2.73).
The proof is complete.

The following lemma is valuable in studying maximum eigenvalue of $\left(S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{K+1}}\right)^{n} X_{m, 2 ; \beta_{1}}$ in (2.2.71).

Lemma 2.11. For any $m \geq 2,1 \leq k \leq 2^{m-1}$ and $\alpha \in\{1,4\}$, if

$$
\begin{equation*}
\operatorname{tr}\left(A_{m, 2 ; \alpha}^{(k)}\right)=0, \tag{2.2.74}
\end{equation*}
$$

then for all $1 \leq l \leq 2^{m-1}$,

$$
\begin{equation*}
\left(S_{m, \alpha 1}\right)_{k l}=0 \text { and }\left(S_{m ; \alpha 4}\right)_{k l}=0, \tag{2.2.75}
\end{equation*}
$$

i.e., the $k$-th rows of matrices $S_{m ; \alpha 1}$ and $S_{m ; \alpha 4}$ are zeros. Furthermore, for any diagonal cycle $\mathcal{B}_{K}$, let $U=\left(u_{1}, u_{2}, \cdots, u_{2^{m-1}}\right)$ be an eigenvector of $S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{K} \beta_{1}}$, if $u_{k} \neq 0$ for some $1 \leq k \leq 2^{m-1}$, then

$$
\begin{equation*}
\operatorname{tr}\left(A_{m, 2 ; \alpha}^{(k)}\right)>0 \tag{2.2.76}
\end{equation*}
$$

Proof. Since $A_{m, 2 ; \alpha}^{(k)}$ can be expressed as in (3.2.61). Therefore, $\operatorname{tr}\left(A_{m, 2 ; \alpha}^{(k)}\right)=0$ if and only if $(2.2 .75)$ holds for all $1 \leq l \leq 2^{m-1}$. The second part of the lemma follows easily from the first part.

The proof is complete.
By Lemma 2.10 and Lemma 2.11, the lower bound of entropy can be obtained as follows.

Theorem 2.12. Let $\beta_{1} \beta_{2} \cdots \beta_{K} \beta_{1}$ be a diagonal cycle. Then for any $m \geq 2$,

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \geq \frac{1}{m K} \log \rho\left(S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{K} \beta_{1}}\right) . \tag{2.2.77}
\end{equation*}
$$

and

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \geq \frac{1}{m K} \log \rho\left(W_{m ; \beta_{1} \beta_{2}} W_{m ; \beta_{2} \beta_{3}} \cdots W_{m ; \beta_{K} \beta_{1}}\right) . \tag{2.2.78}
\end{equation*}
$$

In particular, if a diagonal cycle $\beta_{1} \beta_{2} \cdots \beta_{K} \beta_{1}$ exists and $m \geq 2$ such that

$$
\rho\left(S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{K} \beta_{1}}\right)>1
$$

or

$$
\rho\left(W_{m ; \beta_{1} \beta_{2}} W_{m ; \beta_{2} \beta_{3}} \cdots W_{m ; \beta_{K} \beta_{1}}\right)>1
$$

then $h\left(\mathbb{A}_{2}\right)>0$.

Proof. First, show that

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \geq \frac{1}{m K} \limsup _{n \rightarrow \infty}\left(\log \rho\left(\left|\left(S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{K} \beta_{1}}\right)^{n} X_{m, 2 ; \beta_{1}}\right|\right)\right. \tag{2.2.79}
\end{equation*}
$$

Indeed, from (2.1.11) and (2.2.71),

$$
\begin{aligned}
& h\left(\mathbb{A}_{2}\right)=\lim _{n \rightarrow \infty} \frac{1}{n K+2} \log \rho\left(\mathbb{A}_{n K+2}\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{m(n K+2)} \log \rho\left(\mathbb{A}_{n K+2}^{m}\right) \\
& \geq \frac{1}{m K} \limsup _{n \rightarrow \infty} \frac{1}{n}\left(\log \rho\left(\left|\left(S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{1}}\right)^{n} X_{m, 2 ; \beta_{1}}\right|\right)\right) .
\end{aligned}
$$

Now, the following remains to be shown

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n}\left(\log \rho\left(\left|\left(S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{1}}\right)^{n} X_{m, 2 ; \beta_{1}}\right|\right)=\log \rho\left(S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{1}}\right)\right. \tag{2.2.80}
\end{equation*}
$$

Since $X_{m, 2 ; \beta_{1}}=\left(A_{m, 2 ; \beta_{1}}^{(k)}\right)^{t}$, if $\operatorname{tr}\left(A_{m, 2 ; \beta_{1}}^{(k)}\right)=0$ then Lemma 2.11 implies the $k$-th row of $S_{m ; \beta_{1} \beta_{2}}$ is zero which implies that the $k$-th row of $\left(S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{1}}\right)^{n}$ is also zero for any $n \geq 1$.

If $\operatorname{tr}\left(A_{m, 2 ; \beta_{1}}^{(k)}\right)=0$ for all $1 \leq k \leq 2^{m-1}$, then $S_{m ; \beta_{1} \beta_{2}} \equiv 0 .(2.2 .80)$ holds trivially.

Now, assume that $1 \leq k^{\prime} \leq 2^{m-1}$ exists such that $\operatorname{tr}\left(A_{m, 2 ; \beta_{1}}^{\left(k^{\prime}\right)}\right)>0$. Define

$$
\begin{equation*}
\hat{X}=\left(A_{m, 2 ; \beta_{1}}^{\left(k^{\prime}\right)}\right)^{t}=\left(\hat{X}_{1}, \cdots, \hat{X}_{M}\right) \tag{2.2.81}
\end{equation*}
$$

where $\operatorname{tr}\left(A_{m, 2 ; \beta_{1}}^{\left(k^{\prime}\right)}\right)>0$ for $1 \leq k^{\prime} \leq M \leq 2^{m-1}$. Then $\rho\left(\hat{X}_{j}\right)>0$ for $1 \leq j \leq$ $M$.

Let $\mathbb{M}$ be the $M \times M$ sub-matrix of $S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{1}}$ from which the $k$-th row and $k$-th column have been removed whenever $\operatorname{tr}\left(A_{m, 2 ; \beta_{1}}^{(k)}\right)=0$ for $1 \leq k \leq 2^{m-1}$.

Clearly,

$$
\begin{equation*}
\left|\left(S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{1}}\right)^{n} X_{m, 2 ; \beta_{1}}\right|=\left|\mathbb{M}^{n} \hat{X}\right| \tag{2.2.82}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho\left(S_{m ; \beta_{1} \beta_{2}} \cdots S_{m ; \beta_{K} \beta_{1}}\right)=\rho(\mathbb{M}) \tag{2.2.83}
\end{equation*}
$$

The proof of (2.2.80) comprise three steps, according to
(i) $\mathbb{M}$ is primitive,
(ii) $\mathbb{M}$ is irreducible, and
(iii) $\mathbb{M}$ is reducible.
(i) $\mathbb{M}$ is primitive. Then by Perron-Frobenius Theorem the maximum eigenvalue $\rho(\mathbb{M})$ of $\mathbb{M}$ is unique with maximum modulus, i.e.

$$
\begin{equation*}
\rho(\mathbb{M})=\lambda_{1}>\left|\lambda_{j}\right|, \tag{2.2.84}
\end{equation*}
$$

for all $2 \leq j \leq M$, where $\lambda_{j}$ are eigenvalues of $\mathbb{M}$. Moreover, a positive eigenvector $\mathbf{v}_{1}=\left(v_{1}, v_{2}, \cdots, v_{M}\right)^{t}$ is associated with $\lambda_{1}$ [26], [27]. Furthermore, Jordan canonical form theorem states that a non-singular matrix $\mathbb{P}=\left[P_{i j}\right]_{M \times M}$ exists, such that the real Jordan canonical form of $\mathbb{M}$ is

$$
\hat{\mathbb{M}} \equiv \mathbb{P M P}^{-1}=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0  \tag{2.2.85}\\
0 & J_{n_{2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & J_{n_{q}}
\end{array}\right]
$$

where $J_{n_{k}}, 2 \leq k \leq q$ are real Jordan blocks and the associated eigenvalue $\lambda_{k}$ of $J_{n_{k}}$ satisfies (2.2.84). Moreover, the positivity of eigenvector $\mathbf{v}_{1}$ implies that $\mathbb{P}$ can be chosen such that

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i j}=1 \tag{2.2.86}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{1 j}>0 \tag{2.2.87}
\end{equation*}
$$

for all $1 \leq j \leq M$. Therefore, by (2.2.86)

$$
\begin{aligned}
& \left|\mathbb{M}^{n} \hat{X}\right|=\left|\mathbb{P M}^{n} \hat{X}\right|=\left|\mathbb{P M}^{n} \mathbb{P}^{-1} \mathbb{P} \hat{X}\right| \\
& =\left|\left(\mathbb{P M P} \mathbb{M P}^{-1}\right)^{n} \mathbb{P} \hat{X}\right|=\left|\hat{\mathbb{M}}^{n} \mathbb{P} \hat{X}\right| \\
& =\lambda_{1}{ }^{n}\left\{\sum_{j=1}^{M} P_{1 j} \hat{X}_{j}+\sum_{j=1}^{M} q_{n, j} \hat{X}_{j}\right\}
\end{aligned}
$$

where

$$
\begin{equation*}
\lim _{n \rightarrow \infty} q_{n, j}=0 \tag{2.2.88}
\end{equation*}
$$

for all $1 \leq j \leq M$, by (2.2.84).

Hence, by (2.2.87) and (2.2.88),

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \rho\left(\left|\mathbb{M}^{n} \hat{X}\right|\right)=\log \lambda_{1} \tag{2.2.89}
\end{equation*}
$$

Combining with (2.2.82), (2.2.83) and (2.2.89), (2.2.80) follows.
(ii) $\mathbb{M}$ is irreducible.

If $\mathbb{M}$ is irreducible but imprimitive, then $k \geq 2$ exists, such that

$$
\lambda_{1}=\left|\lambda_{2}\right|=\cdots=\left|\lambda_{k}\right|>\left|\lambda_{j}\right|
$$

for all $j>k$. Then, by applying a permutation, $\mathbb{M}$ can be expressed as

$$
\mathbb{M}=\left[\begin{array}{ccccc}
0 & M_{12} & 0 & \cdots & 0  \tag{2.2.90}\\
0 & 0 & M_{23} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \vdots & \vdots & 0 & M_{k-1, k} \\
M_{k 1} & 0 & \cdots & \cdots & 0
\end{array}\right]
$$

and,

$$
\mathbb{M}^{k}=\left[\begin{array}{cccc}
M_{1} & 0 & \cdots & 0  \tag{2.2.91}\\
0 & M_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & M_{k}
\end{array}\right]
$$

where $M_{j}=M_{j, j+1} M_{j+1, j+2} \cdots M_{j-1, j}$ is primitive with the maximum eigenvalue $\lambda_{1}^{k}$, see [26], [27]. Hence, by the same argument as in (i)

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \rho\left(\left|\mathbb{M}^{n k} \hat{X}\right|\right)=\lambda_{1}^{k}
$$

(2.2.80) follows.
(iii) $\mathbb{M}$ is reducible.

In this case, by applying a permutation, $\mathbb{M}$ can be expressed as a block upper triangular matrix:

$$
\mathbb{M}=\left[\begin{array}{ccccc}
M_{11} & M_{12} & \cdots & \cdots & M_{1 k}  \tag{2.2.92}\\
0 & M_{22} & \cdots & \cdots & M_{2 k} \\
0 & 0 & \cdots & \ddots & \cdots \\
0 & 0 & \cdots & 0 & M_{k k}
\end{array}\right]
$$

where $M_{i i}$ is either irreducible or zero. Furthermore,

$$
\sigma(\mathbb{M})=\bigcup_{j=1}^{k} \sigma\left(\mathbb{M}_{j j}\right)
$$

where $\sigma(\mathbb{M})$ and $\sigma\left(\mathbb{M}_{j j}\right)$ are the sets of eigenvalues of $\mathbb{M}$ and $\mathbb{M}_{j j}$, respectively. In particular, $1 \leq j \leq k$ exists, such that

$$
\begin{equation*}
\rho\left(\mathbb{M}_{j j}\right)=\rho(\mathbb{M})=\lambda_{1} . \tag{2.2.93}
\end{equation*}
$$

[26], [27]. Therefore, applying (2.2.83), (2.2.93) and the same argument as in (ii) yields (2.2.80).

The proof is complete.

Definition 2.13. Let $\mathcal{D}$ denote the set of all diagonal cycle:
$\mathcal{D}=\left\{\beta_{1} \beta_{2} \cdots \beta_{K} \beta_{K+1} \mid \beta_{1} \beta_{2} \cdots \beta_{K} \beta_{K+1}\right.$ satisfies (2.2.67) and (2.2.68) $\}$,
define

$$
\begin{equation*}
h_{*}\left(\mathbb{A}_{2}\right)=\sup _{m \geq 2, \beta_{1} \beta_{2} \cdots \beta_{K+1} \in \mathcal{D}} \frac{1}{m K} \log \rho\left(S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{K} \beta_{1}}\right) . \tag{2.2.94}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{*}^{\prime}\left(\mathbb{A}_{2}\right)=\sup _{m \geq 2, \beta_{1} \cdots \beta_{K} \in D} \frac{1}{m K} \log \rho\left(W_{m ; \beta_{1} \beta_{2}} W_{m ; \beta_{2} \beta_{3}} \cdots W_{m ; \beta_{K} \beta_{1}}\right) . \tag{2.2.95}
\end{equation*}
$$

Then Theorem 2.12 implies

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \geq h_{*}\left(\mathbb{A}_{2}\right) \text { and } h\left(\mathbb{A}_{2}\right) \geq h_{*}^{\prime}\left(\mathbb{A}_{2}\right) . \tag{2.2.96}
\end{equation*}
$$

Knowing whether the equality holds for $\mathbb{A}_{2}$ is of interest, since $h_{*}\left(\mathbb{A}_{2}\right)$ and $h_{*}^{\prime}\left(\mathbb{A}_{2}\right)$ are more manageable than $h\left(\mathbb{A}_{2}\right)$. However, a class of $\mathbb{A}_{2}$ has been found for what equality (2.2.96) holds; details can be found in Example 2.14. of the next subsection.

### 2.2.3 Examples of transition matrices with positive entropy

In this subsection, various examples are studied to elucidate the power of Theorem 2.12 in verifying that the entropies are positive. First, GoldenMean type transition matrices are studied.
Example 2.14. (A) Golden-Mean
When two symbols on two-cell horizontal lattice $\mathbb{Z}_{2 \times 1}$ and vertical lattice $\mathbb{Z}_{1 \times 2}$ are considered and both transition matrices are given by golden-mean, i.e.,

$$
\mathbb{H}_{1}=\mathbb{V}_{1}=\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right]
$$

then the (horizontal) transition matrix $\mathbb{A}_{2}$ on $\mathbb{Z}_{2 \times 2}$ is

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
1 & 1 & 1 & 0  \tag{2.2.97}\\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

as in [41]. Verifying

$$
\begin{equation*}
\mathbb{B}_{2}=\widetilde{\mathbb{A}}_{2}=\widetilde{\mathbb{B}}_{2}=\mathbb{A}_{2} \tag{2.2.98}
\end{equation*}
$$

is also easy. Furthermore, for any $n \geq 2$,

$$
\mathbb{A}_{n+1}=\left[\begin{array}{cc}
A_{n+1} & B_{n+1}  \tag{2.2.99}\\
C_{n+1} & 0
\end{array}\right]=\left[\begin{array}{cccc}
A_{n} & B_{n} & A_{n} & 0 \\
C_{n} & 0 & C_{n} & 0 \\
A_{n} & B_{n} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

where

$$
A_{n+1}=\left[\begin{array}{cc}
A_{n} & B_{n} \\
C_{n} & 0
\end{array}\right]
$$

with $C_{n}=B_{n}{ }^{t}$ and $A_{n}{ }^{t}=A_{n}$, i.e., $\mathbb{A}_{n}$ are symmetric for all $n \geq 2$.
Moreover, the following two properties hold:
(i) For any $m \geq 2$,

$$
\begin{equation*}
C_{m ; 11}=\mathbb{A}_{m-1} \tag{2.2.100}
\end{equation*}
$$

where

$$
\mathbb{A}_{1} \equiv\left[\begin{array}{ll}
a_{11} a_{11} & a_{12} a_{21}  \tag{2.2.101}\\
a_{13} a_{31} & a_{14} a_{41}
\end{array}\right]
$$

and
(ii) for any $m \geq 2$,

$$
\begin{equation*}
\frac{1}{m} \log \rho\left(\mathbb{A}_{m-1}\right) \leq h\left(\mathbb{A}_{2}\right) \leq \frac{1}{m} \log \rho\left(\mathbb{A}_{m}\right) \tag{2.2.102}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right)=h_{*}\left(\mathbb{A}_{2}\right)>0 . \tag{2.2.103}
\end{equation*}
$$

The numerical results appears in Example 2.29.
(B) Simplified Golden-Mean.

Consider

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
1 & 1 & 1 & 0  \tag{2.2.104}\\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

(2.2.104) cannot be generated from one-dimensional transition matrices $\mathbb{H}_{1}$ and $\mathbb{V}_{1}$, as in the Golden-Mean (2.2.97). Equation (2.2.104) is obtained by letting $a_{23}=a_{32}=0$ in the Golden-Mean (2.2.97). (2.2.98) is easily verified, and for any $n \geq 2$,

$$
\mathbb{A}_{n+1}=\left[\begin{array}{cccc} 
& & \mathbb{A}_{n-1} & 0  \tag{2.2.105}\\
\mathbb{A}_{n} & & 0 & 0 \\
\mathbb{A}_{n-1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Furthermore, (i), (ii) and (2.2.103) hold as in (A).
(C) Generally, if $\mathbb{A}_{2}$ satisfies the following three conditions
(C1) $\mathbb{B}_{2}=\mathbb{A}_{2}$,
(C2) $a_{1 j}=1$ if $A_{2 ; j} \neq 0$ for $1 \leq j \leq 4$,
(C3) $\widetilde{A}_{2 ; 1} \geq A_{2 ; j}$ for $1 \leq j \leq 4$,
then (i), (ii) and (2.2.103) hold. The matrices $\mathbb{A}_{2}$, which satisfy (C1), (C2) and (C3) can be listed as

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 0  \tag{2.2.106}\\
1 & 0 & a_{23} & 0 \\
1 & a_{32} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

and

$$
\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{2.2.107}\\
1 & 1 & a_{23} & a_{24} \\
1 & a_{32} & 1 & a_{34} \\
1 & a_{34} & a_{43} & a_{44}
\end{array}\right]
$$

where $a_{i j}$ is either 0 or 1 in (2.2.106) and (2.2.107).
Notably, if (C2) and (C3) are replaced by
(C2) $a_{4 j}=1$ if $A_{2 ; j} \neq 0$ for $1 \leq j \leq 4$,
(C3)' $\widetilde{A}_{2 ; 4} \geq A_{2 ; j}$ for $1 \leq j \leq 4$,
then for any $m \geq 2$,

$$
\begin{equation*}
C_{m ; 44}=\mathbb{A}_{m-1} \tag{2.2.108}
\end{equation*}
$$

with

$$
\mathbb{A}_{1}=\left[\begin{array}{ll}
a_{41} a_{14} & a_{42} a_{24}  \tag{2.2.109}\\
a_{43} a_{34} & a_{44} a_{44}
\end{array}\right]
$$

and property (ii) and equation (2.2.103) hold.
In Example 2.14, the diagonal parts $A_{2 ; 1}$ or $A_{2 ; 4}$ are dominant. In this case, only $C_{m ; 11}$ or $C_{m ; 44}$ is required to apply Theorem 2.12. In contrast, when $\mathbb{A}_{2 ; 1}$ and $\mathbb{A}_{2 ; 4}$ are no longer dominant as in the following examples, $A_{2 ; 2}$ and $A_{2 ; 3}$ can complement each other to establish that the entropy is positive.
Example 2.15. (A) Consider

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
0 & 1 & 1 & 0  \tag{2.2.110}\\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

that (2.2.98) holds can be verified and

$$
\begin{array}{ll}
C_{2 ; 11}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], & C_{2 ; 22}=\left[\begin{array}{cc}
1 & 0 \\
1 & 0
\end{array}\right] \\
C_{2 ; 33}=\left[\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right], & C_{2 ; 44}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
\end{array}
$$

Therefore,

$$
S_{2 ; 14} S_{2 ; 41}=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

and

$$
h\left(\mathbb{A}_{2}\right) \geq \frac{1}{4} \log 2 .
$$

(B) Consider

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
0 & 1 & 1 & 0  \tag{2.2.111}\\
1 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0
\end{array}\right]
$$

Then verifying

$$
\mathbb{B}_{2}=\left[\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0
\end{array}\right], \quad \widetilde{\mathbb{B}}_{2}=\left[\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0
\end{array}\right], \quad \text { and } \widetilde{\mathbb{A}}_{2}=\left[\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 \\
0 & 1 & 1 & 0
\end{array}\right] .
$$

is simple.
Furthermore,

$$
\begin{array}{ll}
C_{2 ; 11}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], & C_{2 ; 22}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right] \\
C_{2 ; 33}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], & C_{2 ; 44}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
\end{array}
$$

and

$$
\begin{array}{ll}
U_{2 ; 11}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], & U_{2 ; 22}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \\
U_{2 ; 33}=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right], & U_{2 ; 44}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] .
\end{array}
$$

Now, for any diagonal cycle, $\beta_{1} \cdots \beta_{K} \beta_{1}, \rho\left(S_{2 ; \beta_{1} \beta_{2}} \cdots S_{2 ; \beta_{K} \beta_{1}}\right)=1, h\left(\mathbb{A}_{2}\right)>0$ cannot be established.
However,

$$
W_{2 ; 11} W_{2 ; 14} W_{2 ; 41}=U_{2 ; 11} U_{2 ; 22} U_{2 ; 33}=\left[\begin{array}{cc}
1 & 1 \\
1 & 0
\end{array}\right]
$$

which implies

$$
h\left(\mathbb{A}_{2}\right) \geq \frac{1}{6} \log g
$$

where

$$
\begin{equation*}
g=\frac{1}{2}(1+\sqrt{5}) \tag{2.2.112}
\end{equation*}
$$

is the golden mean, which is a root of $\lambda^{2}-\lambda-1=0$.
This example demonstrates the asymmetry of $\mathbb{A}_{2}$ and $\mathbb{B}_{2}$ in applying Theorem 2.12, to verify the entropy is positive. Both $\mathbb{C}_{m}$ and $\mathbb{U}_{m}$ are typically checked for completeness.

Example 2.16. Consider

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
1 & 1 & 1 & 1  \tag{2.2.113}\\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

Then it is easy to check that

$$
W_{2 ; 11} W_{2 ; 14} W_{2 ; 41}=\left[\begin{array}{cc}
2 & 0 \\
0 & 0
\end{array}\right], \quad S_{3 ; 44}=\left[\begin{array}{cc}
G & 0 \\
0 & 0
\end{array}\right]
$$

and

$$
S_{4 ; 44}=\left[\begin{array}{cccc}
G & 0 & 0 & 0 \\
0 & e_{1} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

where

$$
G=\left[\begin{array}{ll}
1 & 1  \tag{2.2.114}\\
1 & 0
\end{array}\right] \text { and } e_{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] .
$$

Therefore,

$$
h\left(\mathbb{A}_{2}\right) \geq \max \left\{\frac{1}{6} \log 2, \frac{1}{3} \log g, \frac{1}{4} \log g\right\}=\frac{1}{3} \log g .
$$

Example 2.17. Consider

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
0 & 1 & 1 & 1  \tag{2.2.115}\\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

Then

$$
\mathbb{B}_{2}=\left[\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]=\tilde{\mathbb{A}}_{2} \text { and } \tilde{\mathbb{B}}_{2}=\mathbb{A}_{2}
$$

Therefore

$$
C_{2,11}=\left[\begin{array}{ll}
0 & 1 \\
1 & 1
\end{array}\right] \equiv G^{\prime}
$$

Furthermore,

$$
C_{4 ; 11}=G^{\prime} \otimes e_{1} \otimes G^{\prime}
$$

and

$$
C_{2 m ; 11}=G^{\prime} \otimes\left(\otimes\left(e_{1} \otimes G^{\prime}\right)^{m-1}\right)
$$

can be proved, and which implies

$$
\begin{equation*}
\frac{1}{2 m} \log \rho\left(C_{2 m ; 11}\right)=\frac{1}{2} \log g . \tag{2.2.116}
\end{equation*}
$$

for all $m \geq 1$. Hence, $h\left(\mathbb{A}_{2}\right) \geq \frac{1}{2} \log g$. Moreover, in Remark 2.27 (ii), it can be shown that $h\left(\mathbb{A}_{2}\right)=\frac{1}{2} \log g$

## § 2.3 Trace operators

### 2.3.1 Trace operator $\mathbb{T}_{m}$

The preceding section introduces connecting operators $\mathbb{C}_{m}$, which can be used to find lower bounds of spatial entropy. This section studies the diagonal part of $\mathbb{C}_{m}$, which can be used to investigate the trace of $\mathbb{A}_{n}^{m}$. When $\mathbb{A}_{2}$ is symmetric, $\mathbb{T}_{2 m}$ gives the upper bound of spatial entropy.

The trace operator is defined first.
Definition 2.18. For $m \geq 2$, the $m$-th order trace operator $\mathbb{T}_{m}$ of $\mathbb{A}_{2}$ is defined by

$$
\mathbb{T}_{m}=\left[\begin{array}{cc}
C_{m ; 11} & C_{m ; 22}  \tag{2.3.1}\\
C_{m ; 33} & C_{m ; 44}
\end{array}\right]=\left[\begin{array}{cc}
S_{m ; 11} & S_{m ; 14} \\
S_{m ; 41} & S_{m ; 44}
\end{array}\right]
$$

where $C_{m ; i j}$ is as given in (2.1.23) or (3.2.45).
Similarly, the $m$-th order trace operator $\mathbb{T}_{m}^{\prime}$ of $\mathbb{B}_{2}$ is defined by

$$
\mathbb{T}_{m}^{\prime}=\left[\begin{array}{ll}
U_{m ; 11} & U_{m ; 22}  \tag{2.3.2}\\
U_{m ; 33} & U_{m ; 44}
\end{array}\right]=\left[\begin{array}{ll}
W_{m ; 11} & W_{m ; 14} \\
W_{m ; 41} & W_{m ; 44}
\end{array}\right]
$$

where $U_{m ; i j}$ is as given in (3.2.47).
The relationships between the trace operator $\mathbb{T}_{m}, \mathbb{T}_{m}^{\prime}$ and $\mathbb{A}_{m}, \mathbb{B}_{m}$ are given as follows.

Theorem 2.19. For any $m \geq 2$,
$\mathbb{T}_{m}=\left(\mathbb{B}_{m}\right)_{2^{m} \times 2^{m} \circ}\left[\begin{array}{ll}E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}a_{11} & a_{21} \\ a_{31} & a_{41}\end{array}\right] & E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}a_{12} & a_{22} \\ a_{32} & a_{42}\end{array}\right] \\ E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}a_{13} & a_{23} \\ a_{33} & a_{43}\end{array}\right] & E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}a_{14} & a_{24} \\ a_{34} & a_{44}\end{array}\right]\end{array}\right]$
and
$\mathbb{T}_{m}^{\prime}=\left(\mathbb{A}_{m}\right)_{2^{m} \times 2^{m} \circ}\left[\begin{array}{ll}E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}b_{11} & b_{21} \\ b_{31} & b_{41}\end{array}\right] & E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}b_{12} & b_{22} \\ b_{32} & b_{42}\end{array}\right] \\ E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}b_{13} & b_{23} \\ b_{33} & b_{43}\end{array}\right] & E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}b_{14} & b_{24} \\ b_{34} & b_{44}\end{array}\right]\end{array}\right]$.
In particular,

$$
\begin{equation*}
\mathbb{T}_{m} \leq \mathbb{B}_{m} \text { and } \mathbb{T}_{m}^{\prime} \leq \mathbb{A}_{m} \tag{2.3.5}
\end{equation*}
$$

Proof. By (3.3.1) and (3.2.45),
$\mathbb{T}_{m}=\left(\mathbb{B}_{m}\right)_{2^{m} \times 2^{m} \circ}\left[\begin{array}{ll}E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}a_{11} & a_{21} \\ a_{31} & a_{41}\end{array}\right] & E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}a_{12} & a_{22} \\ a_{32} & a_{42}\end{array}\right] \\ E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}a_{13} & a_{23} \\ a_{33} & a_{43}\end{array}\right] & E_{2^{m-2} \times 2^{m-2}} \otimes\left[\begin{array}{ll}a_{14} & a_{24} \\ a_{34} & a_{44}\end{array}\right]\end{array}\right]$.
A similar result also holds for $\mathbb{T}_{m}^{\prime}$. Hence, (3.3.25) follows immediately.
The proof is complete.
Notably, the trace operator $\mathbb{T}_{m}$ (or $\mathbb{T}_{m}^{\prime}$ ) preserves all periodic words $a_{i_{1} i_{2}} a_{i_{2} i_{3}} \cdots a_{i_{m} i_{m+1}}\left(b_{i_{1} i_{2}} b_{i_{2} i_{3}} \cdots b_{i_{m} i_{m+1}}\right)$ with $i_{m+1}=i_{1}$ of length $m$ systematically as $\mathbb{B}_{m}\left(\right.$ or $\left.\mathbb{A}_{m}\right)$.

The traces of the elementary patterns are defined accordingly.
Definition 2.20. For $m, n \geq 2$ and $1 \leq \alpha \leq 4$, define

$$
\begin{align*}
t_{m, n ; \alpha}^{(k)} & =\operatorname{tr}\left(A_{m, n ; \alpha}^{(k)}\right)  \tag{2.3.6}\\
\operatorname{tr}\left(X_{m, n ; \alpha}\right) & =\left(t_{m, n ; \alpha}^{(k)}\right)_{1 \leq k \leq 2^{m-1}} \tag{2.3.7}
\end{align*}
$$

and

$$
\begin{equation*}
t_{m, n}=\left(\operatorname{tr}\left(X_{m, n ; 1}\right), \operatorname{tr}\left(X_{m, n ; 4}\right)\right)^{t} \tag{2.3.8}
\end{equation*}
$$

which are $2^{m-1}$ and $2^{m}$ vectors, respectively.

Note that

$$
\begin{align*}
\operatorname{tr}\left(\mathbb{A}_{n}^{m}\right) & =\operatorname{tr}\left(\sum_{k=1}^{2^{m-1}} A_{m, n ; 1}^{(k)}+\sum_{k=1}^{2^{m-1}} A_{m, n ; 4}^{(k)}\right) \\
& =\left|\operatorname{tr}\left(X_{m, n ; 1}\right)\right|+\left|\operatorname{tr}\left(X_{m, n ; 4}\right)\right|  \tag{2.3.9}\\
& =\left|t_{m, n}\right| .
\end{align*}
$$

First prove that $\mathbb{T}_{m}$ can reduce the traces of higher-order to lower-order.
Proposition 2.21. For $m \geq 2$ and $n \geq 2$,

$$
\begin{equation*}
t_{m, n+1}=\mathbb{T}_{m} t_{m, n} \tag{2.3.10}
\end{equation*}
$$

Proof. By Theorem 2.5, it is easy to see

$$
\binom{\operatorname{tr}\left(X_{m, n+1 ; 1}\right)}{\operatorname{tr}\left(X_{m, n+1 ; 4}\right)}=\binom{C_{m ; 11} \operatorname{tr}\left(X_{m, n ; 1}\right)+C_{m ; 22} \operatorname{tr}\left(X_{m, n ; 4}\right)}{C_{m ; 33} \operatorname{tr}\left(X_{m, n ; 1}\right)+C_{m ; 44} \operatorname{tr}\left(X_{m, n ; 4}\right)}
$$

Then, (3.3.16) follows immediately.
The proof is complete.
Repeatedly applying Proposition 2.21 yields the following result.
Theorem 2.22. For $m \geq 2$ and $n \geq 1$,

$$
\begin{gather*}
\operatorname{tr}\left(\mathbb{A}_{n+2}^{m}\right)=\left|\mathbb{T}_{m}^{n} t_{m, 2}\right|  \tag{2.3.11}\\
\equiv \sum_{\beta_{k} \in\{1,4\}}\left|S_{m ; \beta_{1} \beta_{2}} S_{m ; \beta_{2} \beta_{3}} \cdots S_{m ; \beta_{n} \beta_{n+1}} \operatorname{tr}\left(X_{m, 2 ; \beta_{n+1}}\right)\right| . \tag{2.3.12}
\end{gather*}
$$

Proof.

$$
\begin{aligned}
& \operatorname{tr}\left(\mathbb{A}_{n}^{m}\right) \\
& =\sum_{k=1}^{2^{m-1}} \operatorname{tr}\left(A_{m, n ; 1 ; 1}^{(k)}\right)+\sum_{k=1}^{2^{m-1}} \operatorname{tr}\left(A_{m, n ; 1 ; 4}^{(k)}\right)+\sum_{k=1}^{2^{m-1}} \operatorname{tr}\left(A_{m, n ; ; ; 1}^{(k)}\right)+\sum_{k=1}^{2^{m-1}} \operatorname{tr}\left(A_{m, n ; ; 4}^{(k)}\right) \\
& =\left|\operatorname{tr}\left(X_{m, n ; 1 ; 1}\right)\right|+\left|\operatorname{tr}\left(X_{m, n ; 1 ; 4}\right)\right|+\left|\operatorname{tr}\left(X_{m, n ; 4 ; 1}\right)\right|+\left|\operatorname{tr}\left(X_{m, n ; ; ; 4}\right)\right| \\
& =\left|\operatorname{tr}\left(S_{m ; 11} X_{m, n-1 ; 1}\right)\right|+\left|\operatorname{tr}\left(S_{m ; 14} X_{m, n-1 ; 4}\right)\right|+\left|\operatorname{tr}\left(S_{m ; 41} X_{m, n-1 ; 1}\right)\right|+\left|\operatorname{tr}\left(S_{m ; 44} X_{m, n-1 ; 4}\right)\right| \\
& =\left|\mathbb{T}_{m} t_{m, n-1}\right|,
\end{aligned}
$$

here Theorem 2.4 is used.
Reduction on $n$, yields

$$
\operatorname{tr}\left(\mathbb{A}_{n}^{m}\right)=\left|\mathbb{T}_{m}^{n-2} t_{m, 2}\right|
$$

Finally, (3.3.18) follows from (3.3.1) and (3.3.11).
The proof is complete.

The following lemma is needed to show (2.1.33).
Lemma 2.23. Let $V_{m}$ be a nonnegative eigenvector of $\mathbb{T}_{m}$ with respect to the maximum eigenvalue $\rho\left(\mathbb{T}_{m}\right)$. If $\rho\left(\mathbb{T}_{m}\right)>0$, then

$$
\left\langle V_{m}, t_{m, 2}\right\rangle>0
$$

where $\langle$,$\rangle denotes the standard inner product of \mathbb{C}^{2^{m}}$.
Proof. Let $V_{m}=\left(u_{1}, \cdots, u_{M}, u_{1}^{\prime}, \cdots, u_{M}^{\prime}\right)$ be a nonnegative eigenvector of $\mathbb{T}_{m}$, where $M=2^{m-1}$. Since $\rho\left(\mathbb{T}_{m}\right)>0$, by Lemma 2.11, if $u_{k}>0$ (or $u_{l}^{\prime}>0$ ) then $\operatorname{tr}\left(A_{m, 2 ; 1}^{(k)}\right)>0$ (or $\left.\operatorname{tr}\left(A_{m, 2 ; 4}^{(l)}\right)>0\right)$. The result follows by (3.3.11).

The proof is complete.
Now, (2.1.33) can be proved.

Theorem 2.24. For any $m \geq 2$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{tr}\left(\mathbb{A}_{n}^{m}\right)=\log \rho\left(\mathbb{T}_{m}\right) \tag{2.3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right)=\limsup _{m \rightarrow \infty} \frac{1}{m} \log \rho\left(\mathbb{T}_{m}\right) . \tag{2.3.14}
\end{equation*}
$$

Furthermore, if $\mathbb{A}_{n}$ are primitive for all $n \geq 2$, then limsup in (3.3.19) and (3.3.20) can be replaced by lim, i.e.,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{tr}\left(\mathbb{A}_{n}^{m}\right)=\log \rho\left(\mathbb{T}_{m}\right) \tag{2.3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right)=\lim _{m \rightarrow \infty} \frac{1}{m} \log \rho\left(\mathbb{T}_{m}\right) . \tag{2.3.16}
\end{equation*}
$$

Proof. By Perron-Frobenius theorem, for all $n \geq 2$, we have

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \frac{1}{m} \log \operatorname{tr}\left(\mathbb{A}_{n}^{m}\right)=\log \rho\left(\mathbb{A}_{n}\right) . \tag{2.3.17}
\end{equation*}
$$

Therefore, by (2.3.17) and Theorem 2.22, we have
$h\left(\mathbb{A}_{2}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \rho\left(\mathbb{A}_{n}\right)=\limsup _{n, m \rightarrow \infty} \frac{1}{m n} \log \operatorname{tr}\left(\mathbb{A}_{n}^{m}\right)=\limsup _{n, m \rightarrow \infty} \frac{1}{m n} \log \left|\mathbb{T}_{m}^{n} t_{m, 2}\right|$.

By Lemma 2.23 and by argument used to prove Theorem 2.12,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \left|\mathbb{T}_{m}^{n} t_{m, 2}\right|=\log \rho\left(\mathbb{T}_{m}\right) \tag{2.3.18}
\end{equation*}
$$

can be shown, and (3.3.19) and (3.3.20) follow immediately.
When $\mathbb{A}_{n}$ are primitive for all $n \geq 2$, (2.3.15) and (2.3.16) follow.
The proof is complete.
Now, the symmetry of $\mathbb{A}_{2}$ is established to be able to be inherited by the higher order matrices.

Proposition 2.25. If $\mathbb{A}_{2}$ is symmetric, then $\mathbb{A}_{n}$ is also symmetric for each $n \geq 3$.

Proof. The proposition is proven by induction on $n$.
Let $\mathbb{M}=\left[\begin{array}{ll}M_{1} & M_{2} \\ M_{3} & M_{4}\end{array}\right]$ be a square matrix and $M_{i}, 1 \leq i \leq 4$, all be square matrices. Then, the transpose matrix $\mathbb{M}^{t}$ of $\mathbb{M}$ is

$$
\mathbb{M}^{t}=\left[\begin{array}{ll}
M_{1}^{t} & M_{3}^{t} \\
M_{2}^{t} & M_{4}^{t}
\end{array}\right]
$$

Therefore, $\mathbb{M}$ is symmetric if and only if

$$
M_{1}^{t}=M_{1}, M_{3}^{t}=M_{2} \text { and } M_{4}^{t}=M_{4} .
$$

In particular, $\mathbb{A}_{2}$ is symmetric if and only if

$$
\begin{equation*}
A_{2 ; 1}^{t}=A_{2 ; 1}, A_{2 ; 3}^{t}=A_{2 ; 2} \text { and } A_{2 ; 4}^{t}=A_{2 ; 4} \tag{2.3.19}
\end{equation*}
$$

Now, $\mathbb{A}_{n}$ is assumed to be symmetric, such that

$$
\begin{equation*}
A_{n ; 1}^{t}=A_{n ; 1}, \quad A_{n ; 3}^{t}=A_{n ; 2} \text { and } A_{n ; 4}^{t}=A_{n ; 4} . \tag{2.3.20}
\end{equation*}
$$

Since

$$
A_{n+1 ; \alpha}=\left[A_{2 ; \alpha}\right]_{2 \times 2} \circ\left[\begin{array}{cc}
A_{n ; 1} & A_{n ; 2} \\
A_{n ; 3} & A_{n ; 4}
\end{array}\right]
$$

(3.3.21) and (3.3.21) imply

$$
A_{n+1 ; 1}^{t}=A_{n+1 ; 1}, A_{n+1 ; 3}^{t}=A_{n+1 ; 2} \text { and } A_{n+1 ; 4}^{t}=A_{n+1 ; 4} .
$$

Hence, $\mathbb{A}_{n+1}$ is symmetric.
The proof is complete.

Now, upper estimates of spatial entropy $h\left(\mathbb{A}_{2}\right)$ are obtained when $\mathbb{A}_{2}$ is symmetric.

Theorem 2.26. If $\mathbb{A}_{2}$ is symmetric then for any $m \geq 1$,

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \leq \frac{1}{2 m} \log \rho\left(\mathbb{T}_{2 m}\right) \tag{2.3.21}
\end{equation*}
$$

Proof. By Proposition 2.25, $\mathbb{A}_{n}^{2 m}$ is symmetric for any $m \geq 1$. The symmetry of $\mathbb{A}_{n}^{2 m}$ implies that all eigenvalues of $\mathbb{A}_{n}^{2 m}$ are non-negative. Hence,

$$
\begin{equation*}
\rho\left(\mathbb{A}_{n}\right)^{2 m}=\rho\left(\mathbb{A}_{n}^{2 m}\right) \leq \operatorname{tr}\left(\mathbb{A}_{n}^{2 m}\right) \tag{2.3.22}
\end{equation*}
$$

On the other hand, the subadditivity of (2.2.58) implies

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \leq \frac{1}{(2 m k+1) n} \log \left|\mathbb{A}_{n}^{2 m k}\right| \tag{2.3.23}
\end{equation*}
$$

Therefore, (3.3.24), (3.3.22) and (3.3.17) imply

$$
\begin{aligned}
h\left(\mathbb{A}_{2}\right) & \leq \lim _{n, k \rightarrow \infty} \frac{1}{(2 m k+1) n} \log \left|\mathbb{A}_{n}^{2 m k}\right|=\lim _{n \rightarrow \infty} \frac{1}{2 m n} \log \rho\left(\mathbb{A}_{n}^{2 m}\right) \\
& \leq \lim _{n \rightarrow \infty} \frac{1}{2 m n} \log \operatorname{tr}\left(\mathbb{A}_{n}^{2 m}\right)=\lim _{n \rightarrow \infty} \frac{1}{2 m n} \log \left|\mathbb{T}_{2 m}^{n-2} t_{2 m, 2}\right| \\
& \leq \frac{1}{2 m} \log \rho\left(\mathbb{T}_{2 m}\right) .
\end{aligned}
$$

The proof is complete.
Notably, $\mathbb{T}_{m}$ (or $\mathbb{T}_{m}^{\prime}$ ) yields a better estimate than $\mathbb{B}_{n}\left(\right.$ or $\left.\mathbb{A}_{n}\right)$ whenever

$$
\begin{equation*}
h\left(\mathbb{A}_{2}\right) \leq \frac{1}{m} \log \rho\left(\mathbb{T}_{m}\right) \tag{2.3.24}
\end{equation*}
$$

holds.
Remark 2.27. (i) The problem in which $\mathbb{A}_{n}$ are primitive for all $n \geq 2$ has already been investigated [6]. In [6], various sufficient conditions have been found to ensure that $\mathbb{A}_{n}$ are primitive for all $n \geq 2$. Notably, limit in (2.3.15) and (2.3.16), instead of limsup in (3.3.19) and (3.3.20), causes $\mathbb{A}_{n}$ to have a unique maximum eigenvalue with a maximum modulus. Therefore, $\mathbb{A}_{n}$ may be imprimitive but (2.3.15) and (2.3.16) still hold. For example, Golden-Mean and simplified Golden-Mean in Example 2.14 are imprimitive but (2.3.15) and (2.3.16) still hold. The remaining matrices of these $\mathbb{A}_{n}$ are primitive if their rows and columns with zero entries are removed.
(ii) In general, limsup cannot be replaced by limit. For example, consider

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
0 & 1 & 1 & 1  \tag{2.3.25}\\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

Further computation shows that

$$
\mathbb{T}_{2 m+1}=0
$$

and

$$
\mathbb{T}_{2 m}=\left[\begin{array}{ll}
\left(\otimes\left(G^{\prime} \otimes e_{1}\right)^{m-1}\right) \otimes G^{\prime} & e_{1} \otimes\left(\otimes\left(G^{\prime} \otimes e_{1}\right)^{m-1}\right) \\
e_{1} \otimes\left(\otimes\left(G^{\prime} \otimes e_{1}\right)^{m-1}\right) & e_{1} \otimes\left(\otimes\left(G^{\prime} \otimes e_{1}\right)^{m-1}\right)
\end{array}\right]
$$

for all $m \geq 1$, where $G^{\prime}=\left[\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right]$ and $e_{1}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$.
Therefore, $\rho\left(\mathbb{T}_{2 m+1}\right)=0$. Furthermore, it can be shown that

$$
\begin{equation*}
\rho\left(\mathbb{T}_{2 m}\right) \leq g^{m}+g^{m-1} \tag{2.3.26}
\end{equation*}
$$

Combining (2.2.116) and (2.3.26), $h\left(\mathbb{A}_{2}\right)=\frac{1}{2} \log g$. Hence (3.3.20) holds only for limsup. Unlike (2.2.62) this example demonstrates that (3.3.23) does not hold for any $n=2 m+1$. This phenomenon is a disadvantage in determining the upper estimate of entropy associated with replacing $\mathbb{A}_{n}$ with $\mathbb{T}_{n}$.

Example 2.28. Consider

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

which was studied as in Example 3.2.9. Now, $\mathbb{A}_{2}$ is asymmetric. Furthermore,

$$
\operatorname{tr}\left(\mathbb{A}_{n}^{2}\right)=3
$$

can be obtained for all $n \geq 2$. Hence, (3.3.24) and then (3.3.26) fail when $m=1$. However,

$$
C_{4 ; 44}=\left[\begin{array}{cccc}
G & 0 & 0 & 0 \\
0 & e_{1} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

where $G=\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right], e_{1}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$ and $0=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]$. Hence $\operatorname{tr}\left(\mathbb{A}_{n}^{4}\right)$ grows at least exponentially with exponent $\rho(G)=g$, the golden-mean.

Whether (3.3.26) holds for some $m \geq 2$ is of interest.
Example 2.29. Consider the Golden-Mean

$$
\mathbb{A}_{2}=\left[\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

which was studied as in Example 2.14. $\mathbb{A}_{2}$ is symmetric, so the numerical results can be obtained as follows.

| $m$ | $\rho\left(\mathbb{A}_{m-1}\right)^{\frac{1}{m}}$ | $\rho\left(\mathbb{T}_{m}\right)^{\frac{1}{m}}$ | $\rho\left(\mathbb{A}_{m}\right)^{\frac{1}{m}}$ |
| :---: | :---: | :---: | :---: |
| 2 | 1.3415037626 | 1.5537739740 | 1.5537739740 |
| 3 | 1.3804413572 | 1.4892228485 | 1.5370592754 |
| 4 | 1.4041128626 | 1.5069022259 | 1.5284545258 |
| 5 | 1.4201397131 | 1.5017251916 | 1.5233415461 |
| 6 | 1.4316975290 | 1.5035148094 | 1.5199401525 |
| 7 | 1.4404277508 | 1.5028716910 | 1.5175154443 |
| 8 | 1.4472546963 | 1.5031163748 | 1.5156994341 |
| 9 | 1.4527395436 | 1.5030208210 | 1.5142884861 |
| 10 | 1.4572426033 | 1.5030591603 | 1.5131606734 |
| 11 | 1.4610058138 | 1.5030435026 | 1.5122385423 |
| 12 | 1.4641976583 | 1.5030500001 | 1.5114705290 |
| 13 | 1.4669390746 | 1.5030472703 | 1.5108209763 |
| 14 | 1.4693191202 | 1.5030484295 | 1.5102644390 |
| 15 | 1.4714048275 | 1.5030479329 | 1.5097822725 |
| 16 | 1.4732476160 | 1.5030481473 | 1.5093605030 |

Notably, both $\rho\left(\mathbb{A}_{m}\right)^{\frac{1}{m}}$ and $\rho\left(\mathbb{T}_{2 m}\right)^{\frac{1}{2 m}}$ are monotonically decreasing in $m$. In contrast, $\rho\left(\mathbb{A}_{m-1}\right)^{\frac{1}{m}}$ and $\rho\left(\mathbb{T}_{2 m+1}\right)^{\frac{1}{2 m+1}}$ are monotonically increasing in $m$, that $\rho\left(\mathbb{T}_{2 m}\right)^{\frac{1}{2 m}}$ gives better upper bound than $\rho\left(\mathbb{A}_{m}\right)^{\frac{1}{m}}$. That $\rho\left(\mathbb{T}_{2 m+1}\right)^{\frac{1}{2 m+1}}$ are lower bounds is conjectured. If they were, then $\rho\left(\mathbb{T}_{m}\right)^{\frac{1}{m}}$ would yield a very sharp estimates.

## § 2.4 More symbols on larger lattice

As mentioned in the introduction, many physical and engineering problems involve many (more than two) symbols and larger lattices. Therefore, the results found in the previous sections must be extended to any finite number of symbols $p \geq 2$ on any finite square lattice $\mathbb{Z}_{2 l \times 2 l, l \geq 1}$. The results are only
outlined here, and the details are left to the readers. Proofs of theorems are omitted for brevity.

For fixed $p \geq 2$ and $l \geq 1$, denote by

$$
\begin{equation*}
q=p^{l^{2}} \tag{2.4.1}
\end{equation*}
$$

The horizontal and vertical transition matrices are given by

$$
\mathbb{A}_{2}=\left[\begin{array}{cccc}
a_{1,1} & a_{1,2} & \cdots & a_{1, q^{2}}  \tag{2.4.2}\\
a_{2,1} & a_{2,2} & \cdots & a_{2, q^{2}} \\
\vdots & \vdots & \ddots & \vdots \\
a_{q^{2}, 1} & a_{q^{2}, 2} & \cdots & a_{q^{2}, q^{2}}
\end{array}\right]
$$

and

$$
\mathbb{B}_{2}=\left[\begin{array}{cccc}
b_{1,1} & b_{1,2} & \cdots & b_{1, q^{2}}  \tag{2.4.3}\\
b_{2,1} & b_{2,2} & \cdots & b_{2, q^{2}} \\
\vdots & \vdots & \ddots & \vdots \\
b_{q^{2}, 1} & b_{q^{2}, 2} & \cdots & b_{q^{2}, q^{2}}
\end{array}\right]
$$

respectively.
Now, $\mathbb{A}_{2}$ and $\mathbb{B}_{2}$ are related to each other by

$$
\mathbb{A}_{2}=\left[\begin{array}{cccc}
A_{2 ; 1} & A_{2 ; 2} & \cdots & A_{2 ; q}  \tag{2.4.4}\\
A_{2 ; q+1} & A_{2 ; q+2} & \cdots & A_{2 ; 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
A_{2 ; q(q-1)+1} & \cdots & \cdots & A_{2 ; q^{2}}
\end{array}\right]
$$

where

$$
A_{2 ; \alpha}=\left[\begin{array}{cccc}
b_{\alpha, 1} & b_{\alpha, 2} & \cdots & b_{\alpha, q}  \tag{2.4.5}\\
b_{\alpha, q+1} & b_{\alpha, q+2} & \cdots & b_{\alpha, 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
b_{\alpha, q(q-1)+1} & b_{\alpha, q(q-1)+2} & \cdots & b_{\alpha, q^{2}}
\end{array}\right]
$$

and

$$
\mathbb{B}_{2}=\left[\begin{array}{cccc}
B_{2 ; 1} & B_{2 ; 2} & \cdots & B_{2 ; q}  \tag{2.4.6}\\
B_{2 ; q+1} & B_{2 ; q+2} & \cdots & B_{2 ; 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
B_{2 ; q(q-1)+1} & \cdots & \cdots & B_{2 ; q^{2}}
\end{array}\right]
$$

where

$$
B_{2 ; \alpha}=\left[\begin{array}{cccc}
a_{\alpha, 1} & a_{\alpha, 2} & \cdots & a_{\alpha, q}  \tag{2.4.7}\\
a_{\alpha, q+1} & a_{\alpha, q+2} & \cdots & a_{\alpha, 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
a_{\alpha, q(q-1)+1} & a_{\alpha, q(q-1)+2} & \cdots & a_{\alpha, q^{2}}
\end{array}\right]
$$

respectively, where $1 \leq \alpha \leq q^{2}$. The column matrices $\widetilde{\mathbb{A}_{2}}$ and $\widetilde{\mathbb{B}_{2}}, \mathbb{A}_{2}$ and $\mathbb{B}_{2}$ are defined as in (3.2.2) and (3.2.3). For higher order transition matrices $\mathbb{A}_{n}, n \geq 3$, are defined as

$$
\mathbb{A}_{n}=\left[\begin{array}{cccc}
A_{n ; 1} & A_{n ; 2} & \cdots & A_{n ; q}  \tag{2.4.8}\\
A_{n ; q+1} & A_{n ; q+2} & \cdots & A_{n ; 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n ; q(q-1)+1} & A_{n ;(q-1) q+2} & \cdots & A_{n ; q^{2}}
\end{array}\right]
$$

where
(2.4.9)
$\mathbb{A}_{n ; \alpha}=\left[\begin{array}{llll}b_{\alpha, 1} A_{n-1 ; 1} & b_{\alpha, 2} A_{n-1 ; 2} & \cdots & b_{\alpha, q} A_{n-1 ; q} \\ b_{\alpha, q+1} A_{n-1 ; q+1} & b_{\alpha, q+2} A_{n-1 ; q+2} & \cdots & b_{\alpha, 2 q} A_{n-1 ; 2 q} \\ \vdots & \vdots & \ddots & \vdots \\ b_{\alpha, q(q-1)+1} A_{n-1 ; q(q-1)+1} & b_{\alpha, q(q-1)+2} A_{n-1 ; q(q-1)+2} & \cdots & b_{\alpha, q^{2}} A_{n ; q^{2}}\end{array}\right]$.
Rewriting the indices of $A_{n ; \alpha}$ as follows, facilitates matrix multiplication.

$$
\mathbb{A}_{n}=\left[\begin{array}{cccc}
A_{n ; 11} & A_{n ; 12} & \cdots & A_{n ; 1 q}  \tag{2.4.10}\\
A_{n ; 21} & A_{n ; 22} & \cdots & A_{n ; 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n ; q 1} & A_{n ; q 2} & \cdots & A_{n ; q q}
\end{array}\right] .
$$

Clearly, $A_{n ; \alpha}=A_{n ; j_{1} j_{2}}$, where

$$
\begin{equation*}
\alpha=\alpha\left(j_{1}, j_{2}\right)=q\left(j_{1}-1\right)+j_{2} \tag{2.4.11}
\end{equation*}
$$

For $m \geq 2$, the elementary pattern in the entries of $\mathbb{A}_{n}^{m}$ is given by

$$
A_{n ; j_{1} j_{2}} A_{n ; j_{2} j_{3}} \cdots A_{n ; j_{m} j_{m+1}}
$$

where $j_{s} \in\{1,2, \cdots, q\}$.
The lexicographic order for multiple indices

$$
J_{m+1}=\left(j_{1} j_{2} \cdots j_{m} j_{m+1}\right)
$$

is introduced by

$$
\begin{equation*}
\chi\left(J_{m+1}\right)=1+\sum_{l=2}^{m} q^{m-l}\left(j_{l}-1\right) . \tag{2.4.12}
\end{equation*}
$$

Specify

$$
A_{m, n ; \alpha}^{(k)}=A_{n ; j_{1} j_{2}} A_{n ; j_{2} j_{3}} \cdots A_{n ; j_{m} j_{m+1}},
$$

where $\alpha=\alpha\left(j_{1}, j_{m+1}\right)$ satisfies (3.4.6) and $k=\chi\left(J_{m+1}\right)$ is as given in (3.4.7). Based on this arrangement, $\mathbb{A}_{n}^{m}$ can be written as

$$
\mathbb{A}_{n}^{m}=\left[\begin{array}{cccc}
A_{m, n ; 1} & A_{m, n ; 2} & \cdots & A_{m, n ; q} \\
A_{m, n ; q+1} & A_{m, n ; q+2} & \cdots & A_{m, n ; 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m, n ; q(q-1)+1} & A_{m, n ; q(q-1)+2} & \cdots & A_{m, n ; q^{2}}
\end{array}\right]
$$

where

$$
A_{m, n ; \alpha}=\sum_{k=1}^{q^{m-1}} A_{m, n ; \alpha}^{(k)}
$$

Moreover, $X_{m, n ; \alpha}=\left(A_{m, n ; \alpha}^{(k)}\right)^{t}$, where $1 \leq k \leq q^{m-1}$ and $X_{m, n ; \alpha}$ is a $q^{m-1}$ vector that comprise all elementary patterns in $A_{m, n ; \alpha}$. The ordering matrix $\mathbb{X}_{m, n}$ of $\mathbb{A}_{n}^{m}$ is now defined as

$$
\mathbb{X}_{m, n}=\left[\begin{array}{cccc}
X_{m, n ; 1} & X_{m, n ; 2} & \cdots & X_{m, n ; q} \\
X_{m, n ; q+1} & X_{m, n ; q+2} & \cdots & X_{m, n ; 2 q} \\
\vdots & \vdots & \ddots & \vdots \\
X_{m, n ; q(q-1)+1} & X_{m, n ; q(q-1)+2} & \cdots & X_{m, n ; q^{2}}
\end{array}\right]
$$

and $X_{m, n+1 ; \beta}$ can be reduced to $X_{2, n ; \beta}$ by multiplication with connecting matrices $C_{m ; \alpha, \beta}$. The connecting operator $\mathbb{C}_{m}$ is defined as follows.

Definition 2.30. For $m \geq 2$, define

$$
\mathbb{C}_{m}=\left[\begin{array}{cccc}
C_{m ; 1,1} & C_{m ; 1,2} & \cdots & C_{m ; 1, q^{2}} \\
C_{m ; 2,1} & C_{m ; 2,2} & \cdots & C_{m ; 2, q^{2}} \\
\vdots & \vdots & \ddots & \vdots \\
C_{m ; q^{2}, 1} & C_{m ; q^{2}, 2} & \cdots & C_{m ; q^{2}, q^{2}}
\end{array}\right]
$$

(2.4.13)
$=\left[\begin{array}{ccc|c|ccc}S_{m ; 1,1} & \cdots & S_{m ; 1, q} & & S_{m ; q, 1} & \cdots & S_{m ; q, q} \\ \vdots & \ddots & \vdots & \cdots & \vdots & \ddots & \vdots \\ S_{m ; 1, q(q-1)+1} & \cdots & S_{m ; 1, q^{2}} & & S_{m ; q, q(q-1)+1} & \cdots & S_{m ; q, q^{2}} \\ \hline & & & \ddots & & \vdots & \\ \hline S_{m ; q(q-1)+1,1} & \cdots & S_{m ; q(q-1)+1, q} & & S_{m ; q^{2}, 1} & \cdots & S_{m ; q^{2}, q} \\ \vdots & \ddots & \vdots & \cdots & \vdots & \ddots & \vdots \\ S_{m ; q(q-1)+1, q(q-1)+1} & \cdots & S_{m ; q(q-1)+1, q^{2}} & & S_{m ; q^{2}, q(q-1)+1} & \cdots & S_{m ; q^{2}, q^{2}}\end{array}\right]$
where
(2.4.14)
$C_{m ; \alpha, \beta}=\left(\left(B_{2 ; \alpha}\right)_{q \times q} \circ\left(\hat{\otimes} \mathbb{B}_{2}^{m-2}\right)_{q \times q}\right)_{q^{m-1} \times q^{m-1}} \circ\left(E_{q^{m-2} \times q^{m-2}} \otimes \tilde{A}_{2 ; \beta}\right)_{q^{m-1} \times q^{m-1}}$.
Like Theorem 2.4, $C_{m+1 ; \alpha, \beta}$ can be obtained in terms of $C_{m ; \gamma, \beta}$.
Theorem 2.31. For any $m \geq 2$ and $1 \leq \alpha, \beta \leq q^{2}$
$C_{m+1 ; \alpha, \beta}=\left[\begin{array}{cccc}a_{\alpha ; 1} C_{m ; 1, \beta} & a_{\alpha ; 2} C_{m ; 2, \beta} & \cdots & a_{\alpha ; q} C_{m ; q, \beta} \\ a_{\alpha ; q+1} C_{m ; q+1, \beta} & a_{\alpha ; q+2} C_{m ; q+2, \beta} & \cdots & a_{\alpha ; 2 q} C_{m ; 2 q, \beta} \\ \vdots & \vdots & \ddots & \vdots \\ a_{\alpha ; q(q-1)+1} C_{m ; q(q-1)+1, \beta} & a_{\alpha ; q(q-1)+2} C_{m ; q(q-1)+2, \beta} & \cdots & a_{\alpha ; q^{2}} C_{m ; q^{2}, \beta}\end{array}\right]$.
Denote by

$$
A_{m, n+1 ; \alpha}^{(k)}=\left[\begin{array}{cccc}
A_{m, n+1 ; \alpha ; 1}^{(k)} & A_{m, n+1 ; \alpha ; 2}^{(k)} & \cdots & A_{m, n+1 ; \alpha ; q}^{(k)} \\
A_{m, n+1 ; \alpha ; q+1}^{(k)} & A_{m, n+1 ; \alpha ; q+2}^{(k)} & \cdots & A_{m, n+1 ; \alpha ; 2 q}^{(k)} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m, n+1 ; \alpha ; q(q-1)+1}^{(k)} & A_{m, n+1 ; \alpha ; q(q-1)+2}^{(k)} & \cdots & A_{m, n+1 ; \alpha ; q^{2}}^{(k)}
\end{array}\right]
$$

and $X_{m, n+1 ; \alpha ; \beta}=\left(A_{m, n+1 ; \alpha ; \beta}^{(k)}\right)^{t}$ where $A_{m, n+1 ; \alpha ; \beta}^{(k)}$ is a linear combination of $A_{m, n ; \gamma}^{(l)}$. Now, Theorem 2.5 can be generalized to the following theorem.

Theorem 2.32. For any $m \geq 2$ and $n \geq 2$, let $S_{m ; \alpha, \beta}$ be as given in (3.4.8) and (3.4.9). Then $X_{m, n+1 ; \alpha ; \beta}=S_{m ; \alpha, \beta} X_{m, n ; \beta}$.
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## Chapter 3 <br> Patterns Generation and Spatial Entropy in Three-dimensional Lattice Models (I): Ordering Matrices and Connecting Operators

## § 3.1 Introduction

Lattice dynamical system(LDS) arise naturally in a wide applications of scientific models. See, for example, phase transitions [13], [14], [36], [37], [38], [39], [40], [47], [48], [49], [50], biology [10], [11], [23], [24], [25], [33], [34], [35], chemical reaction [8], [9], [26], image processing and pattern recognition [18], [19], [20], [21], [22], [27]. In cellular neural networks, much attention focus on the complexity of the set of all global patterns, in particular in its spatial entropy [1], [2], [3], [4], [5], [6], [7], [15], [16], [17], [30], [31], [32], [41], [42], [43], [44], [45], [46].

In a one-dimensional case, spatial entropy $h$ can be exactly computed by a associated transition matrix $\mathbb{T}$, i.e., $h=\log \lambda(\mathbb{T})$, where $\lambda(\mathbb{T})$ is the maximum eigenvalue of $\mathbb{T}$.

For two-dimensional situations, [4] develops a systematical approach for discovering higher order transition matrix $\mathbb{T}_{n}$ and the spatial entropy $h$ can be obtained by computing the maximum eigenvalues of a sequence of these transition matrices $\mathbb{T}_{n}$. For a class of admissible local patterns, i.e., for a class of $\mathbb{T}_{2}$, the limiting equation to $\rho^{*}=\exp \left(h\left(\mathbb{T}_{2}\right)\right)$ can be exactly solved through the recursive formulae of $\rho\left(\mathbb{T}_{n}\right)$. However, $\mathbb{T}_{n}$ is a $2^{n} \times 2^{n}$ matrix, it is usually quite difficult to compute $\rho\left(\mathbb{T}_{n}\right)$ when $n$ is larger. [5] derives the connecting operator to resolve these difficulties. Indeed, [5] yields lowerbound estimates of entropy by introducing connecting operators $\mathbb{C}_{m}$, and upper-bound estimates of entropy by introducing trace operators $\mathbb{T}_{m}$.

Our interest in this study is to develop a general approach for investigating three-dimensional pattern generation problems, i.e., extends works [4] and [5] to three-dimensional case. And this study focus on ordering matrices of patterns and connecting operator in three-dimensional case. The topic of
trace operator will be appeared in [7].
More precisely, let $\mathcal{S}$ be a finite set of $p \geq 2$ colors where $\mathbb{Z}^{3}$ denotes the integer lattice of $\mathbb{R}^{3}$. Denote $U: \mathbb{Z}^{3} \rightarrow \mathcal{S}$. And the set of all local patterns on $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}$ is denoted by

$$
\Sigma_{m_{1} \times m_{2} \times m_{3}} \equiv\left\{\left.U\right|_{\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}}: U \in \Sigma_{p}^{3}\right\}
$$

where $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}=\left\{\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right): 1 \leq \alpha_{i} \leq m_{i}, 1 \leq i \leq 3\right\}$ be a $m_{1} \times$ $m_{2} \times m_{3}$ finite rectangular lattice. For simplicity, two colors on $2 \times 2 \times 2$ lattice $\mathbb{Z}_{2 \times 2 \times 2}$ are considered here. Given a basic set $\mathcal{B} \subset \Sigma_{2 \times 2 \times 2}$, the spatial entropy can be defined as

$$
\begin{equation*}
h(\mathcal{B})=\lim _{m_{1}, m_{2}, m_{3} \rightarrow \infty} \frac{\log \Gamma_{m_{1} \times m_{2} \times m_{3}}(\mathcal{B})}{m_{1} m_{2} m_{3}} \tag{3.1.1}
\end{equation*}
$$

where $\Gamma_{m_{1} \times m_{2} \times m_{3}}(\mathcal{B})$ is the number of distinct patterns in $\Sigma_{m_{1} \times m_{2} \times m_{3}}(\mathcal{B})$ and $\Sigma_{m_{1} \times m_{2} \times m_{3}}(\mathcal{B})$ is the set of all global patterns on $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}(\mathcal{B})$ which can be generated by $\mathcal{B}$, as in [17]. Motivated by [4], there are six different orderings such as in (3.2.1) and according to the different ordering $[\omega]$ the ordering matrix $\mathbb{A}_{\omega ; 2 \times 2 \times 2}$ for $\Sigma_{2 \times 2 \times 2}$ can be introduced. Without loss of generality, we take the example $\mathbb{A}_{x ; 2 \times 2 \times 2}$ as in (3.2.9) and the other cases are similar. Use $[x]$-ordering on $\mathbb{Z}_{1 \times m_{2} \times 2}$ (3.2.26), the recursive formula of ordering matrix $\mathbb{A}_{x ; 2 \times m_{2} \times 2}$ for $\Sigma_{2 \times m_{2} \times 2}$ can be obtained. Then, convert $[x]$-ordering into $[\hat{x}]$ ordering on $\mathbb{Z}_{1 \times m_{2} \times 2}$ such as (3.2.27) enable introducing ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}$ for $\Sigma_{2 \times m_{2} \times 2}$. The recursive formulae of ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ for $\Sigma_{2 \times m_{2} \times m_{3}}$ also be found through the $[\hat{x}]$-ordering on $\mathbb{Z}_{1 \times m_{2} \times m_{3}}$ such as in (3.2.28). The recursive formula for $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ imply the recursive formula for the associated transition matrix $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ of $\Sigma_{2 \times m_{2} \times m_{3}}(\mathcal{B})$ such as the Theorem 3.8 and Theorem 3.13, which enabling us to compute the maximum eigenvalue of $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ to get the spatial entropy such as in the Theorem 3.13. However, we hope to produce some estimations in spatial entropy $h(\mathcal{B})$. Then, for fixed $m_{1}, m_{2} \leq 2$, the $m_{1}$-limit in (3.1.1) is studied, i.e.,

$$
\begin{equation*}
\lim _{m_{3} \rightarrow \infty} \frac{1}{m_{3}} \log \left|\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}}\right| \tag{3.1.2}
\end{equation*}
$$

is considered. So the next task is to investigate of (3.1.2). As in (3.4.6) and (3.4.7), $A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}^{(k)}$ is called an elementary pattern of order $\left(m_{1}, m_{2}, m_{3}\right)$ and is a fundamental element in constructing $A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}^{(k)}$ in (3.4.7). We define $\mathbb{X}_{\hat{x} ; m_{1}, m_{2}, m_{3}}$ as in (3.4.8) and (3.4.9) which is represented to reward systematically these elementary patterns. We introduce $\mathbb{C}_{\hat{x} ; m_{3} ; m_{1} m_{2}}$ as 3.17 , and use it to derive a recursive formulae for $A_{\hat{x} ; m_{1}, m_{2},\left(m_{3}+1\right) ; \alpha_{1} ; \alpha_{2}}^{(k)}$ and $A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{2}}^{(\ell)}$ as in 3.20.

The recursive formula (3.4.32) immediately yields a lower bound on entropy such as in 3.4.2. Equation (3.4.55) implies $h\left(\mathbb{A}_{x ; 2 \times 2 \times 2}\right)>0$, if a diagonal periodic cycle applied, with a maximum eigenvalue in (3.4.55) larger than 1. This method powerfully yields the positivity of spatial entropy, which is hard in examining the the complexity of patterns generation problems.

The rest of this paper is organized as follows. Section 3.2, we derive a recursive formula to obtain the ordering matrix $\mathbb{A}_{x ; 2 \times m_{2} \times 2}$ for $\Sigma_{2 \times m_{2} \times 2}$ from $\mathbb{A}_{x ; 2 \times 2 \times 2}$. Convert the ordering $[x]$ into $[\hat{x}]$. Then, construct the similar recursive formula for ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ from $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}$. Section 3.3 we derives the recursive formula for the associated higher order transition matrices $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ from $\mathbb{T}_{x ; 2 \times 2 \times 2}$. Section 3.4 derives the connecting operator $\mathbb{C}_{m}$ which can recursively reduce higher elementary patterns to patterns of lower order. Then, the lower-bound of spatial entropy can be found by computing the maximum eigenvalues of the diagonal periodic cycles of sequence $S_{\hat{x} ; m_{3} ; m_{1} m}$.

## § 3.2 Three Dimensional Patterns Generation Problems

This section describes three dimensional patterns generation. Let $\mathcal{S}$ be a set of $p$ colors, $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}$ be a fixed finite rectangular sublattice of $\mathbb{Z}^{3}$, where $\mathbb{Z}^{3}$ denotes the integer lattice on $\mathbb{R}^{3}$ and $\left(m_{1}, m_{2}, m_{3}\right)$ a 3 -tuple of positive integers. Functions $U: \mathbb{Z}^{3} \rightarrow \mathcal{S}$ and $U_{m_{1} \times m_{2} \times m_{3}}: \mathbb{Z}_{m_{1} \times m_{2} \times m_{3}} \rightarrow \mathcal{S}$ are called global patterns and local patterns on $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}$ respectively. The set of all patterns $U$ is denoted by $\Sigma_{P} \equiv \mathcal{S}^{\mathbb{Z}^{3}}$, i.e., $\Sigma_{p}$ is the set of all patterns with $p$ different colors in 3 -dimensional lattice. For clarity, we begin by studying two symbols, i.e., $\mathcal{S}=\{0,1\}$. There are three coordinates, let x -, y - and z-coordinate represent the 1st-, 2ed- and 3rd-coordinate respectively. There are six orderings $[\mathcal{O}]$ ordering could be represented as follows:

$$
\begin{align*}
& {[x]:[1] \succ[2] \succ[3],} \\
& {[y]:[2] \succ[1] \succ[3],} \\
& \text { [z] : [3] } \succ \text { [1] } \succ \text { [2], } \\
& {[\hat{x}]:[1] \succ[3] \succ[2],}  \tag{3.2.1}\\
& {[\hat{y}]:[2] \succ[3] \succ[1],} \\
& {[\hat{z}]:[3] \succ[2] \succ[1] .}
\end{align*}
$$

On a fixed finite lattice $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}$, we firstly give an ordering $[\mathcal{O}]=\mathcal{O}_{m_{1} \times m_{2} \times m_{3}}$ on $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}$ which belongs to any one of above orderings on $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}$ by $[\mathcal{O}]:[i] \succ[j] \succ[k]$

$$
\begin{equation*}
\mathcal{O}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=m_{j} m_{k}\left(\alpha_{i}-1\right)+m_{k}\left(\alpha_{j}-1\right)+\alpha_{k} \tag{3.2.2}
\end{equation*}
$$

The ordering $[\mathcal{O}]$ on $\mathbb{Z}_{m_{1} \times m_{2} \times m_{3}}$ can now passed to $\Sigma_{m_{1} \times m_{2} \times m_{3}}$. Indeed for each $U=\left(u_{\alpha_{1}, \alpha_{2}, \alpha_{3}}\right) \in \Sigma_{m_{1} \times m_{2} \times m_{3}}$, define

$$
\begin{align*}
\mathcal{O}(U) & =\mathcal{O}_{m_{1} \times m_{2} \times m_{3}}(U) \\
& =1+\sum_{\alpha_{i}=1}^{m_{i}} \sum_{\alpha_{j}=1}^{m_{j}} \sum_{\alpha_{k}=1}^{m_{k}} u_{\alpha_{1} \alpha_{2} \alpha_{3}} \mathcal{O}_{m_{i}, m_{j}, m_{k}}^{\alpha_{i}, \alpha_{j}, \alpha_{k}} \tag{3.2.3}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{O}_{m_{i}, m_{j}, m_{k}}^{\alpha_{i}, \alpha_{j}, \alpha_{k}}=2^{m_{k} m_{j}\left(m_{i}-\alpha_{i}\right)+m_{k}\left(m_{j}-\alpha_{j}\right)+\left(m_{k}-\alpha_{k}\right)} \tag{3.2.4}
\end{equation*}
$$

$U$ is referred to herein as the $\mathcal{O}(U)$-th element in $\Sigma_{m_{1} \times m_{2} \times m_{3}}$ by ordering $[\mathcal{O}]$. By identifying the pictorial patterns by numbers $\mathcal{O}(U)$, it becomes highly effective in proving theorems since computations can now be performed on $\mathcal{O}(U)$. For example, the orderings on $\mathbb{Z}_{2 \times 2 \times 2}$ could be represented as follows:


### 3.2.1 Ordering Matrices

Fixed $1 \leq \alpha_{1} \leq m_{1}$, for $1 \times m_{2} \times m_{3}$ pattern $U=\left(u_{\alpha_{1} \alpha_{2} \alpha_{3}}\right), 1 \leq \alpha_{2} \leq m_{2}$ and $1 \leq \alpha_{3} \leq m_{3}$ in $\Sigma_{1 \times m_{2} \times m_{3}}$, under the ordering $[x]$ pattern $U$ is assigned the number

$$
\begin{equation*}
i_{\alpha_{1}}=x(U)=1+\sum_{\alpha_{2}=1}^{m_{2}} \sum_{\alpha_{3}=1}^{m_{3}} u_{\alpha_{1}, \alpha_{2}, \alpha_{3}} x_{1, m_{2}, m_{3}}^{1, \alpha_{2}, \alpha_{3}} \tag{3.2.5}
\end{equation*}
$$

where $\alpha_{1}$ means the $\alpha_{1}$-th layer in $x$-coordinate. As denoted by the $1 \times m_{2} \times$ $m_{3}$ pattern
$(3.2 .6) a_{x ; 1 \times m_{2} \times m_{3} ; i_{\alpha_{1}}}=$

$=$| $u_{\alpha_{1} 1 m_{3}}$ | $u_{\alpha_{1} 2 m_{3}}$ | $\cdots$ | $u_{\alpha_{1} m_{2} m_{3}}$ |
| :---: | :---: | :---: | :---: |
| $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $u_{\alpha_{1} 12}$ | $u_{\alpha_{1} 22}$ | $\cdots$ | $u_{\alpha_{1} m_{2} 2}$ |
| $u_{\alpha_{1} 11}$ | $u_{\alpha_{1} 21}$ | $\cdots$ | $u_{\alpha_{1} m_{2} 1}$ |

In particular, when $m_{2}=2$ and $m_{3}=2$ as denoted by $a_{x ; 1 \times 2 \times 2 ; i_{\alpha_{1}}}$, where

$$
\begin{equation*}
i_{\alpha_{1}}=1+2^{3} u_{\alpha_{1} 11}+2^{2} u_{\alpha_{1} 12}+2 u_{\alpha_{1} 21}+u_{\alpha_{1} 22} \tag{3.2.7}
\end{equation*}
$$

and

$$
a_{x ; 1 \times 2 \times 2 ; i_{\alpha_{1}}}=\begin{array}{|c|c|}
\hline u_{\alpha_{1} 12} & u_{\alpha_{1} 22} \\
\hline u_{\alpha_{1} 11} & u_{\alpha_{1} 21} \\
\hline
\end{array} .
$$

A $2 \times 2 \times 2$ pattern $U=\left(u_{\alpha_{1} \alpha_{2} \alpha_{3}}\right)$ can now be obtained by [x]-direct sum of two $1 \times 2 \times 2$ patterns using $[x]$-ordering, i.e.,

$$
\begin{align*}
a_{x ; 2 \times 2 \times 2 ; i_{1} i_{2}} & =a_{x ; 1 \times 2 \times 2 ; i_{1}} \oplus a_{x ; 1 \times 2 \times 2 ; i_{2}} \\
& = \tag{3.2.8}
\end{align*}
$$


where $i_{\alpha_{1}}$ as in (3.2.7) and $\alpha_{1} \in\{1,2\}$. Therefore, the complete set of $2^{8}$ patterns in $\Sigma_{2 \times 2 \times 2}$ can be listed by a $16 \times 16$ matrix $\mathbb{A}_{x ; 2 \times 2 \times 2}=\left[a_{x ; 2 \times 2 \times 2 ; i_{1} i_{2}}\right]$ as its entries in


It is easy to verify that

$$
\begin{equation*}
x\left(a_{x ; 2 \times 2 \times 2 ; i_{1} i_{2}}\right)=2^{4}\left(i_{1}-1\right)+i_{2}, \tag{3.2.10}
\end{equation*}
$$

i.e., we are counting local patterns in $\Sigma_{2 \times 2 \times 2}$ by going through each row successively in (3.2.9). Correspondingly, $\mathbb{A}_{x ; 2 \times 2 \times 2}$ can be referred to as an ordering matrix for $\Sigma_{2 \times 2 \times 2}$. A $2 \times 2 \times 2$ pattern can also be viewed as $[x]$-direct sum of two $1 \times 2 \times 2$ patterns using $[\hat{x}]$-ordering, i.e.,

$$
\begin{equation*}
a_{\hat{x} ; 2 \times 2 \times 2 ; \hat{i}_{1} \hat{i_{2}}}=a_{\hat{x}, \hat{i_{1}}} \oplus a_{\hat{x} ; \hat{i_{2}}} \tag{3.2.11}
\end{equation*}
$$

where
(3.2.12) $\hat{i_{\alpha_{1}}}=1+2^{3} u_{\alpha_{1} 11}+2^{2} u_{\alpha_{1} 21}+2 u_{\alpha_{1} 12}+u_{\alpha_{1} 22}, \alpha_{1} \in\{1,2\}$,
such as in (3.2.5). And the ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times 2 \times 2}$ can be represented as


It could be verified that

$$
\begin{equation*}
\hat{x}\left(a_{\hat{x} \hat{i_{1}} \hat{i_{2}}}\right)=2^{4}\left(\hat{i_{1}}-1\right)+\hat{i_{2}} \tag{3.2.14}
\end{equation*}
$$

Similarly, a $2 \times 2 \times 2$ pattern can also be viewed as a [y]-direct ([ $\hat{y}]$-direct) and $[z]$-direct ( $[\hat{z}]$-direct) sum of $2 \times 1 \times 2$ and $2 \times 2 \times 1$ pattern, i.e.,

$$
\begin{aligned}
a_{y ; j_{1} j_{2}} & =a_{y ; j_{1}} \oplus a_{y ; j_{2}}, \\
a_{\hat{y}, \hat{j}_{1} \hat{\gamma_{2}}} & =a_{\hat{y} ; \hat{y}_{1}} \oplus a_{\hat{y} ; \hat{j}_{2}}, \\
a_{z ; k_{1} k_{2}} & =a_{z ; k_{1}} \oplus a_{z ; k_{2}}, \\
a_{\hat{z} ; \hat{k}_{1}, \hat{k_{2}}} & =a_{\hat{z} ; \hat{k_{1}}} \oplus a_{\hat{z} ; \hat{k}_{2}},
\end{aligned}
$$

where
(3.2.15) $j_{\alpha_{2}}=1+2^{3} u_{1 \alpha_{2} 1}+2^{2} u_{1 \alpha_{2} 2}+2 u_{2 \alpha_{2} 1}+u_{2 \alpha_{2} 2}, \alpha_{2} \in\{1,2\}$,
(3.2.16) $\hat{j_{\alpha_{2}}}=1+2^{3} u_{1 \alpha_{2} 1}+2^{2} u_{2 \alpha_{2} 1}+2 u_{1 \alpha_{2} 2}+u_{2 \alpha_{2} 2}, \alpha_{2} \in\{1,2\}$,
$(3.2 .17) k_{\alpha_{3}}=1+2^{3} u_{11 \alpha_{3}}+2^{2} u_{12 \alpha_{3}}+2 u_{21 \alpha_{3}}+u_{22 \alpha_{3}}, \alpha_{3} \in\{1,2\}$,
$(3.2 .18) \hat{k_{\alpha_{3}}}=1+2^{3} u_{11 \alpha_{3}}+2^{2} u_{21 \alpha_{3}}+2 u_{12 \alpha_{3}}+u_{22 \alpha_{3}}, \alpha_{3} \in\{1,2\}$.

A $16 \times 16$ matrix $\mathbb{A}_{y ; 2 \times 2 \times 2}=\left[a_{y ; 2 \times 2 \times 2 ; j_{1} j_{2}}\right]$ or $\mathbb{A}_{z ; 2 \times 2 \times 2}=\left[a_{z ; 2 \times 2 \times 2 ; k_{1} k_{2}}\right]$ can also be obtained for $\Sigma_{2 \times 2 \times 2}$, i.e., we have $\mathbb{A}_{y ; 2 \times 2 \times 2}=$

or $\mathbb{A}_{z ; 2 \times 2 \times 2}$
(3.2.20)

where


The relations between $\mathbb{A}_{\omega ; 2 \times 2 \times 2}$ must be explored, where $\omega \in\{x, y, z, \hat{x}, \hat{y}, \hat{z}\}$. Before explaining the relations we denote column matrix and row matrix. Let $\mathbb{A}=\left[a_{i j}\right]$ be a $m^{2} \times m^{2}$ matrix, the column matrix $\mathbb{A}^{(c)}$ of $\mathbb{A}$ is defined by

$$
\mathbb{A}^{(c)}=
$$

$$
\left[\begin{array}{llll}
A_{1}^{(c)} & A_{2}^{(c)} & \cdots & A_{m^{2}}^{(c)}  \tag{3.2.21}\\
A_{m^{2}+1}^{(c)} & A_{m^{2}+2}^{(c)} & \cdots & A_{2 m^{2}}^{(c)} \\
\vdots & \vdots & \ddots & \vdots \\
A_{\left(m^{2}-1\right) m^{2}+1}^{(c)} & A_{\left(m^{2}-1\right) m^{2}+2}^{(c)} & \cdots & A_{m^{4}}^{(c)}
\end{array}\right]
$$

$$
A_{a l p h a}^{(c)}=
$$

$$
\left[\begin{array}{llll}
a_{1 \alpha} & a_{2 \alpha} & \cdots & a_{m^{2} \alpha}  \tag{3.2.22}\\
a_{\left(m^{2}+1\right) \alpha} & a_{\left(m^{2}+2\right) \alpha} & \cdots & a_{\left(2 m^{2}\right) \alpha} \\
\vdots & \vdots & \ddots & \vdots \\
a_{\left(\left(m^{2}-1\right) m^{2}+1\right) \alpha} & a_{\left(\left(m^{2}-1\right) m^{2}+2\right) \alpha} & \cdots & a_{m^{4} \alpha}
\end{array}\right]
$$

where $1 \leq \alpha \leq m^{4}$.
And the row matrix $\mathbb{A}^{(r)}$ of $\mathbb{A}$ is defined by

$$
\begin{align*}
& \mathbb{A}^{(r)}= \\
& {\left[\begin{array}{llll}
A_{1}^{(r)} & A_{2}^{(r)} & \cdots & A_{m^{2}}^{(r)} \\
A_{m^{2}+1}^{(r)} & A_{m^{2}+2}^{(r)} & \cdots & A_{2 m^{2}}^{(r)} \\
\vdots & \vdots & \ddots & \vdots \\
A_{\left(m^{2}-1\right) m^{2}+1}^{(r)} & A_{\left(m^{2}-1\right) m^{2}+2}^{(r)} & \cdots & A_{m^{4}}^{(r)}
\end{array}\right], } \tag{3.2.23}
\end{align*}
$$

$$
\begin{align*}
& A_{\alpha}^{(r)}= \\
& 4)  \tag{3.2.24}\\
& \\
& \left.\begin{array}{llll}
a_{\alpha 1} & a_{\alpha 2} & \cdots & a_{\alpha m^{2}} \\
a_{\alpha\left(m^{2}+1\right)} & a_{\alpha\left(m^{2}+2\right)} & \cdots & a_{\alpha\left(2 m^{2}\right)} \\
\vdots & \vdots & \ddots & \vdots \\
a_{\alpha\left(\left(m^{2}-1\right) m^{2}+1\right)} & a_{\alpha\left(\left(m^{2}-1\right) m^{2}+2\right)} & \cdots & a_{\alpha m^{4}}
\end{array}\right],
\end{align*}
$$

where $1 \leq \alpha \leq m^{4}$. Therefore, from some observations, $\mathbb{A}_{x ; 2 \times 2 \times 2}$ can be represented by $a_{y ; j_{1} j_{2}}$ as

$$
\begin{equation*}
\mathbb{A}_{x ; 2 \times 2 \times 2}=\mathbb{A}_{y ; 2 \times 2 \times 2}^{(r)} \tag{3.2.25}
\end{equation*}
$$

The remainder of this subsection is devoted to construct $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ from $\mathbb{A}_{x ; 2 \times 2 \times 2}$ by the following three steps, where $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ represented the ordering matrix of $\Sigma_{2 \times m_{2} \times m_{3}}$ according to $[\hat{x}]$-ordering generated from $\Sigma_{2 \times 2 \times 2}$.

Step I : Use $[x]$-ordering on $\mathbb{Z}_{1 \times m_{2} \times 2}$ by

and introduce ordering matrix $\mathbb{A}_{x ; 2 \times m_{2} \times 2}$ for $\Sigma_{2 \times m_{2} \times 2}$.
Step II : Convert $[x]$-ordering into $[\hat{x}]$-ordering on $\mathbb{Z}_{1 \times m_{2} \times 2}$ by

$\mathrm{z} \xlongequal{\mathrm{z}}$| $\mathrm{m}_{2}+1$ | $\mathrm{~m}_{2}+2$ | $\ldots$ | $\mathrm{~m}_{2}+\mathrm{k}$ | $\ldots$ | $2 \mathrm{~m}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | $\ldots$ | k | $\ldots$ | $\mathrm{m}_{2}$ |

and introduce ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}$ for $\Sigma_{2 \times m_{2} \times 2}$.

Step III : Define $[\hat{x}]$-ordering on $\mathbb{Z}_{1 \times m_{2} \times m_{3}}$ by

and introduce ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ for $\Sigma_{2 \times m_{2} \times m_{3}}$.
To introduce $\mathbb{A}_{x ; 2 \times m_{2} \times 2}$, define

$$
\begin{array}{ll}
a_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{2 m_{2}}} & =a_{y ; 2 \times 2 \times 2 ; j_{1} j_{2}} \hat{\oplus} a_{y ; 2 \times 2 \times 2 ; j_{2} j_{3}} \hat{\oplus} \cdots \hat{\oplus} a_{y ; 2 \times 2 \times 2 ; j_{m_{2}-1} j_{m_{2}}} \\
.2 .29) & =a_{y ; j_{1}} \oplus a_{y ; j_{2}} \oplus \cdots \oplus a_{y ; j_{m_{2}}}, \tag{3.2.29}
\end{array}
$$

where $1 \leq j_{k} \leq 2^{4}$ and $1 \leq k \leq m_{2}$. Herein, a wedge direct sum $\hat{\oplus}$ is used for $2 \times 2 \times 2$ patterns whenever they can attached together.

Now, $A_{x ; 2 \times m_{2} \times 2}$ can be obtained as follows.
Theorem 3.1. For any $m_{2} \geq 2, \Sigma_{2 \times m_{2} \times 2}=\left\{a_{y ; j_{1} j_{2} \ldots j_{m_{2}}}\right\}$, where $a_{y ; j_{1} j_{2} \ldots j_{2 m_{2}}}$ is given in (3.2.29). Furthermore, the ordering matrix $\mathbb{A}_{x ; 2 \times m_{2} \times 2}=\left[a_{y ; j_{1} j_{2} \ldots j_{m_{2}}}\right]$ which is a $2^{2 m_{2}} \times 2^{2 m_{2}}$ matrix can be decomposed into following matrices

$$
\mathbb{A}_{x ; 2 \times m_{2} \times 2}=\left[A_{x ; 2 \times m_{2} \times 2 ; j_{1}}\right]_{2^{m_{2}} \times 2^{m_{2}}},
$$

where $1 \leq j_{1} \leq 2^{2 m_{2}}$. For fixed $j_{1}, j_{2}, \ldots, j_{k} \in\left\{1,2, \ldots, 2^{2 m_{2}}\right\}$,

$$
A_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{k}}=\left[A_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{k} j_{k+1}}\right]_{m_{2} \times m_{2}}
$$

where $1 \leq j_{k+1} \leq 2^{2 m_{2}}$ and $k \in\left\{1,2, \cdots, m_{2}-2\right\}$. For fixed $j_{1}, j_{2}, \cdots, j_{m_{2}-1}$,

$$
A_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}-1}}=\left[a_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}-1} j_{m_{2}}}\right]_{2^{m_{2}} \times 2^{m_{2}}},
$$

where $a_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}}$ is defined in (3.2.29).
Proof. From (3.2.15), $u_{\alpha_{1} \alpha_{2} \alpha_{3}}$ can be solved in terms of $j_{\alpha_{2}}$, i.e., we have

$$
\begin{align*}
& u_{1 \alpha_{2} 1}=\left[\frac{j_{\alpha_{2}}-1}{2^{3}}\right]  \tag{3.2.30}\\
& u_{1 \alpha_{2} 2}=\left[\frac{j_{\alpha_{2}}-1-2^{3} u_{1 \alpha_{2} 1}}{2^{2}}\right]  \tag{3.2.31}\\
& u_{2 \alpha_{2} 1}=\left[\frac{j_{\alpha_{2}}-1-2^{3} u_{1 \alpha_{2} 1}-2^{2} u_{1 \alpha_{2} 2}}{2}\right]  \tag{3.2.32}\\
& u_{2 \alpha_{2} 2}=j_{\alpha_{2}}-1-2^{3} u_{1 \alpha_{2} 1}-2^{2} u_{1 \alpha_{2} 2}-2 u_{2 \alpha_{2} 1} \tag{3.2.33}
\end{align*}
$$

where [ ] is the Gauss symbol. From (3.2.30) to (3.2.33), we have the following table.

| $j_{\alpha_{2}}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{1 \alpha_{2} 1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{1 \alpha_{2} 2}$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| $u_{2 \alpha_{2} 1}$ | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| $u_{2 \alpha_{2} 2}$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |

For any $m_{2} \geq 2$, we have

$$
\begin{align*}
& i_{m_{2} ; 1}=1+\sum_{\alpha_{2}=1}^{m_{2}}\left(2^{2\left(m_{2}-\alpha_{2}\right)+1} u_{1 \alpha_{2} 1}+2^{2\left(m_{2}-\alpha_{2}\right)} u_{1 \alpha_{2} 2}\right)  \tag{3.2.34}\\
& i_{m_{2} ; 2}=1+\sum_{\alpha_{2}=1}^{m_{2}}\left(2^{2\left(m_{2}-\alpha_{2}\right)+1} u_{2 \alpha_{2} 1}+2^{2\left(m_{2}-\alpha_{2}\right)} u_{2 \alpha_{2} 2}\right) \tag{3.2.35}
\end{align*}
$$

From above formulae, we have

$$
\begin{gathered}
i_{m_{2}+1 ; 1}=2^{2}\left(i_{m_{2} ; 1}-1\right)+2 u_{1\left(m_{2}+1\right) 1}+u_{1\left(m_{2}+1\right) 2}+1 \\
i_{m_{2}+1 ; 2}=2^{2}\left(i_{m_{2} ; 2}-1\right)+2 u_{2\left(m_{2}+1\right) 1}+u_{2\left(m_{2}+1\right) 2}+1 .
\end{gathered}
$$

Now, by induction on $m_{2}$ the theorem follows from last two formulae and the above table. The proof is complete.

Remark 3.2. By the similar method, the following relations ca be derived but the detailed proof is omitted here for brevity.

$$
\begin{align*}
A_{\hat{x} ; 2 \times 2 \times m_{3}} & =\left[a_{z ; 2 \times 2 \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}-1} k_{m_{3}}}\right]_{2^{m_{3}} \times 2^{m_{3}}}  \tag{3.2.36}\\
A_{y ; m_{1} \times 2 \times 2} & =\left[a_{x ; m_{1} \times 2 \times 2 \times ; i_{1} i_{2} \ldots i_{m_{1}-1} i_{m_{1}}}\right]_{2^{m_{1}} \times 2^{m_{1}}}  \tag{3.2.37}\\
A_{\hat{y} ; 2 \times 2 \times m_{3}} & =\left[a_{\hat{z} ; 2 \times 2 \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}-1} k_{m_{3}}}\right]_{2^{m_{3}} \times 2^{m_{3}}}  \tag{3.2.38}\\
A_{z ; m_{1} \times 2 \times 2} & =\left[a_{\hat{x} ; m_{1} \times 2 \times 2 \times ; i_{1} i_{2} \ldots i_{m_{1}-1} i_{m_{1}}}\right]_{2^{m_{1}} \times 2^{m_{1}}}  \tag{3.2.39}\\
A_{\hat{z} ; 2 \times m_{2} \times 2} & =\left[a_{\hat{y} ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}-1} j_{m_{2}}} 2^{m_{2} \times 2^{m_{2}}}\right. \tag{3.2.40}
\end{align*}
$$

Next, $[x]$-ordering is converted into $[\hat{x}]$-ordering for $\mathbb{Z}_{1 \times m_{2} \times 2}$. Since $\mathbb{Z}_{1 \times m_{2} \times 2}=$ $\left\{\left(1, \alpha_{2}, \alpha_{3}\right): 1 \leq \alpha_{2} \leq m_{2}, 1 \leq \alpha_{3} \leq 2\right\}$, the position $\left(\alpha_{2}, \alpha_{3}\right)$ is the $\alpha$-th in (3.2.26), where

$$
\begin{equation*}
\alpha=2\left(\alpha_{2}-1\right)+\alpha_{3} . \tag{3.2.41}
\end{equation*}
$$

In (3.2.27), the position of $\left(1, \alpha_{2}, \alpha_{3}\right)$ is the $\hat{\alpha}$-th, where

$$
\begin{equation*}
\hat{\alpha}=m_{2}\left(\alpha_{3}-1\right)+\alpha_{2} \tag{3.2.42}
\end{equation*}
$$

It is easy to verify

$$
\begin{equation*}
\hat{\alpha}=m_{2} \alpha+\left(1-2 m_{2}\right)\left[\frac{\alpha-1}{2}\right]+\left(1-m_{2}\right) \tag{3.2.43}
\end{equation*}
$$

or

$$
\hat{\alpha}=k \quad \text { if } \quad \alpha=2 k-1,
$$

and

$$
\hat{\alpha}=m_{2}+k \quad \text { if } \quad \alpha=2 k,
$$

$1 \leq k \leq m_{2}$.
Now, the ordering $[\hat{x}]$ in (3.2.27) on $\mathbb{Z}_{1 \times m_{2} \times 2}$ can be extended to $\mathbb{Z}_{1 \times m_{2} \times m_{3}}$ by (3.2.28). For a fixed $m_{2},[\hat{x}]$-ordering on $\mathbb{Z}_{1 \times m_{2} \times m_{3}}$ is clearly one dimensional; it grows in z-direction. With ordering (3.2.28) on $\mathbb{Z}_{1 \times m_{2} \times m_{3}}$, for $U=\left(u_{\alpha_{1} \alpha_{2} \alpha_{3}}\right) \in \Sigma_{2 \times m_{2} \times m_{3}}$, denoted by

$$
\begin{equation*}
\hat{i}_{\alpha_{1}}=1+\sum_{\alpha_{2}=1}^{m_{2}} \sum_{\alpha_{3}=1}^{m_{3}} u_{\alpha_{1} \alpha_{2} \alpha_{3}} 2^{m_{2}\left(m_{3}-\alpha_{3}\right)+\left(m_{2}-\alpha_{2}\right)} \tag{3.2.44}
\end{equation*}
$$

where $\alpha_{1}=1,2$. Then, we obtain

$$
\begin{equation*}
\hat{x}(U)=2^{m_{2} m_{3}}\left(\hat{i_{1}}-1\right)+\hat{i_{2}} \tag{3.2.45}
\end{equation*}
$$

Now, let $a_{\hat{x} ; \hat{1}_{1} \hat{\hat{L}_{2}}}=U=\left(u_{\alpha_{1} \alpha_{2} \alpha_{3}}\right)$, then we have new ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}=$ $\left[a_{\hat{x} ; 2 \times m_{2} \times 2 ; \hat{i}_{1} \hat{i}_{2}}\right]$ for $\Sigma_{2 \times m_{2} \times 2}$. The relationship between $\mathbb{A}_{x ; 2 \times m_{2} \times 2}$ and $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}$ is established before constructing $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ from $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}$ for $m_{3} \geq 3$.

We firstly established a conversion sequence of orderings from (3.2.26) to (3.2.27). Where $P_{k}$ denotes the permutation of $\mathbb{N}_{2 m}=\left\{1,2, \cdots, 2 m_{2}\right\}$ such that $P_{k}(k+1)=k, P_{k}(k)=k+1$ and the other numbers are fixed. We also denote $P_{k}$ the permutation on $\mathbb{Z}_{1 \times m_{2} \times 2}$ such that it exchanges k and $\mathrm{k}+1$ and maintains the other positions fixed, i.e,

| $\cdot$ | $k+1$ | $\cdot$ | $\cdot$ | $\cdot P_{k}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\cdot$ | $\cdot$ |  | $k$ | $\cdot$ | | $\cdot$ | $k$ |  | $\cdot$ | $\cdot$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\cdot$ |  | $\cdot$ | $k+1$ | $\cdot$ |

Obviously (3.2.26) can be converted into (3.2.27) in many ways by using sequence of $P_{k}$. Here, we present a systematic approach.
Lemma 3.3. For $m_{2} \geq 2$, (3.2.26) can be converted into (3.2.27) by the following sequences of $\frac{m_{2}\left(m_{2}-1\right)}{2}$ permutations successively

$$
\begin{gather*}
\left(P_{2} P_{4} \cdots P_{2 m_{2}-2}\right)\left(P_{3} P_{5} \cdots P_{2 m_{2}-3}\right) \cdots  \tag{3.2.47}\\
\left(P_{k} P_{k+2} \cdots P_{2 m_{2}-k}\right) \cdots\left(P_{m_{2}-1} P_{m_{2}+1}\right) P_{m_{2}}
\end{gather*}
$$

$2 \leq k \leq m_{2}$.

Proof. When $m_{2}=2$ and 3 , verifying that (3.2.47) can convert (3.2.26) into (3.2.27) is relatively easy.

When $m_{2} \geq 4$, and for any $2 \leq k \leq m_{2}$, applying $(3.2 .48)\left(P_{2} P_{4} \cdots P_{2 m_{2}-2}\right)\left(P_{3} P_{5} \cdots P_{2 m_{2}-3}\right) \cdots\left(P_{k} P_{k+2} \cdots P_{2 m_{2}-k}\right)$
to (3.2.26), then there are two intermediate cases:
(i) when $2 \leq k \leq\left[\frac{m_{2}}{2}\right]$, then we have

where $0 \leq \ell \leq m_{2}-2 k$.
(ii) when $\left[\frac{m_{2}}{2}\right]+1 \leq k \leq m_{2}-1$, then we have


When $k=m_{2}$ in (3.2.50), we have (3.2.27). We prove (3.2.49) and (3.2.50) by mathematical induction on k . When $\mathrm{k}=2$, it is relatively easy to verify that (3.2.26) is converted into

| 3 | 5 | $\cdots$ | $\cdots$ | $\cdots$ | $2 m_{2}-\nmid m_{2}-1$ | $2 m_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 4 | $\cdots$ | $\cdots$ | $\ldots$ | $2 m_{2}-1 m_{2}-1$ |

by $P_{2} P_{4} \cdots P_{2 m_{2}-2}$, i.e., (3.2.49) holds for $\mathrm{k}=2$. Next, assume that (3.2.49) holds for $k \leq\left[\frac{m}{2}\right]$. Then, by applying $P_{k+1} P_{k+2} \cdots P_{2 m_{2}-k-1}$ to (3.2.49), it can be verified that (3.2.49) holds for $k+1$ when $k+1 \leq\left[\frac{m_{2}}{2}\right]$ or becomes (3.2.50) when $k+1 \geq\left[\frac{m_{2}}{2}\right]$. When $k \geq\left[\frac{m_{2}}{2}\right]+1$, we apply $P_{k+1} P_{k+3} \cdots P_{2 m_{2}-k-1}$ to (3.2.50). It can also be verified that (3.2.50) holds for $\mathrm{k}+1$. Finally, we conclude that (4.27) holds for $k=m_{2}$. The proof is thus complete.

By using Lemma $3.3, \mathbb{A}_{x ; 2 \times m_{2} \times 2}$ can be converted into $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}$ by the following construction. Let

$$
P=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{3.2.51}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

and for $2 \leq j \leq 2 m_{2}-2$, as denoted by

$$
\begin{equation*}
P_{x ; 2 m_{2} ; j}=I_{2^{j-1}} \otimes P \otimes I_{2^{2 m_{2}-j-1}} \tag{3.2.52}
\end{equation*}
$$

where $I_{k}$ is the $k \times k$ identity matrix. Furthermore, let

$$
\begin{align*}
\mathbb{P}_{x ; 2 \times m_{2} \times 2}= & \left(P_{2 m_{2} ; 2} P_{2 m_{2} ; 4} \cdots P_{2 m_{2} ; 2 m_{2}-2}\right)  \tag{3.2.53}\\
& \cdots\left(P_{2 m_{2} ; k} \cdots P_{2 m_{2} ; 2 m_{2}-k}\right) \cdots\left(P_{2 m_{2} ; m_{2}}\right),
\end{align*}
$$

$2 \leq k \leq m_{2}$. Then, we have the following theorem.
Theorem 3.4. For any $m_{2} \geq 2$,

$$
\begin{equation*}
\mathbb{A}_{\hat{x}, 2 \times m_{2} \times 2}=\mathbb{P}_{x ; 2 \times m_{2} \times 2}^{t} \mathbb{A}_{x ; 2 \times m_{2} \times 2} \mathbb{P}_{x ; 2 \times m_{2} \times 2} . \tag{3.2.54}
\end{equation*}
$$

Proof. From (3.2.41), in $\mathbb{Z}_{1 \times m_{2} \times 2}$ the position $\left(\alpha_{2}, \alpha_{3}\right)$ is the $\alpha$-th in (3.2.26), where $\alpha=2\left(\alpha_{2}-1\right)+\alpha_{3}$. Define

$$
\begin{equation*}
\ell_{\alpha}=1+2 u_{1 \alpha_{2} \alpha_{3}}+u_{2 \alpha_{2} \alpha_{3}}, \tag{3.2.55}
\end{equation*}
$$

$1 \leq \ell_{\alpha} \leq 4$ and $1 \leq \alpha \leq 2 m_{2}$. For $U=\left(u_{\alpha_{1} \alpha_{2} \alpha_{3}}\right) \in \Sigma_{2 \times m_{2} \times 2}$, from Theorem 3.1 it can be denoted by $a_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}}$ and by (3.2.15) for fixed $1 \leq \alpha_{2} \leq$ $m_{2}$ we have

$$
\begin{aligned}
j_{\alpha_{2}} & =1+2^{3} u_{1 \alpha_{2} 1}+2^{2} u_{1 \alpha_{2} 2}+2 u_{2 \alpha_{2} 1}+u_{2 \alpha_{2} 2} \\
& =2^{2}\left(\ell_{2 \alpha_{2}-1}\right)+\ell_{2 \alpha_{2}}+1
\end{aligned}
$$

where $1 \leq j_{\alpha_{2} \leq 16}$. Hence the relation between $a_{y ; j_{\alpha_{2}}}$ and $w_{y ; \ell_{2 \alpha_{2}-1} \ell_{2 \alpha_{2}}}$ is

$$
\left[\begin{array}{llll}
a_{y ; 1} & a_{y ; 2} & a_{y ; 3} & a_{y ; 4} \\
a_{y ; 5} & a_{y ; 6} & a_{y ; 7} & a_{y ; 8} \\
a_{y ; 9} & a_{y ; 10} & a_{y ; 11} & a_{y ; 12} \\
a_{y ; 13} & a_{y ; 14} & a_{y ; 15} & a_{y ; 16}
\end{array}\right]=\left[\begin{array}{llll}
w_{11} & w_{12} & w_{21} & w_{22} \\
w_{13} & w_{14} & w_{23} & w_{24} \\
w_{31} & w_{32} & w_{41} & w_{42} \\
w_{33} & w_{34} & w_{43} & w_{44}
\end{array}\right] .
$$

Therefore, the pattern in ordering matrix $\mathbb{A}_{x ; 2 \times m_{2} \times 2}$ can be represented by

$$
\begin{aligned}
a_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}} & =a_{y ; j_{1}} \oplus a_{y ; j_{2}} \oplus \cdots \oplus a_{y ; j_{m_{2}}} \\
& =w_{y ; \ell_{1} \ell_{2}} \oplus w_{y ; \ell_{3} \ell_{4}} \oplus \cdots \oplus w_{y ; \ell_{2 m_{2}-1} \ell_{2 m_{2}}} \\
& \equiv w_{y ; \ell_{1} \ell_{2} \ldots \ell_{2 m_{2}}} .
\end{aligned}
$$

It is easy to verify that for any $1 \leq k \leq 2 m_{2}-1$,

$$
\begin{aligned}
& P_{2 m_{2} ; k}^{t} \mathbb{A}_{x ; 2 \times m_{2} \times 2} P_{2 m_{2} ; k} \\
& =P_{2 m_{2} ; k}^{t}\left[w_{y ; \ell_{1} \ell_{2} \ldots \ell_{k} \ell_{k+1} \ldots \ell_{2 m_{2}}}\right] P_{2 m_{2} ; k} \\
& =\left[w_{y ; \ell_{1} \ell_{2} \ldots \ell_{k+1} \ell_{k} \ldots \ell_{2 m_{2}}}\right]
\end{aligned}
$$

i.e., $P_{2 m_{2} ; k}$ exchanges $\ell_{k}$ and $\ell_{k+1}$ in $\mathbb{A}_{x ; 2 \times m_{2} \times 2}$. Therefore, from (3.2.53) and Lemma 3.3, (3.2.54) follows.

Now, in Theorem 3.4, as denoted by

$$
\begin{equation*}
\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}=\left[a_{\hat{x} ; 2 \times m_{2} \times 2 ; \hat{1}_{1} \hat{i_{2}}}\right], \tag{3.2.56}
\end{equation*}
$$

$1 \leq \hat{i}_{1}, \hat{i}_{2} \leq 2 m_{2}$. And by Remark $3.2, \mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}$ could be represented by $a_{z ; 2 \times m_{2} \times 2 ; k_{1} k_{2}}$, where $1 \leq k_{1}, k_{2} \leq 2^{2 m_{2}}$. The $[\hat{x}]$-expression

$$
\begin{equation*}
\mathbb{A}_{\hat{x}, 2 \times m_{2} \times 2}=\mathbb{A}_{z ; 2 \times m_{2} \times 2}^{(r)} \tag{3.2.57}
\end{equation*}
$$

for $\Sigma_{2 \times m_{2} \times 2}$ enable us to construct $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ for $\Sigma_{2 \times m_{2} \times m_{3}}$. Indeed, for fixed $m_{2} \geq 2$ and $m_{3} \geq 2$, let

$$
\begin{array}{ll}
a_{\hat{x} ; 2 \times m_{2} \times m_{3} ; \hat{1}_{1} \hat{i_{2}}} & =a_{z ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}}} \\
3.2 .58) & =a_{z ; 2 \times m_{2} \times 2 ; k_{1} k_{2}} \hat{\oplus} a_{z ; 2 \times m_{2} \times 2 ; k_{2} k_{3}} \hat{\oplus} \cdots \hat{\oplus} a_{z ; 2 \times m_{2} \times 2 ; k_{m_{3}-1} k_{m_{3}}} . \tag{3.2.58}
\end{array}
$$

Therefore, by a similar argument as in proving Theorem 3.1 we have the following theorem for $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$. The detailed proof is omitted here for brevity.

Theorem 3.5. By fixing $m_{2} \geq 2$ and for any $m_{3} \geq 2$, the ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ with respect to $[\hat{x}]$-ordering can be expressed as

$$
\begin{equation*}
\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}=\left[A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; k_{1}}\right]_{2^{m_{2}} \times 2^{m_{2}}}, \tag{3.2.59}
\end{equation*}
$$

where $1 \leq k_{1} \leq 2^{2 m_{2}}$. For fixed $1 \leq k_{1}, k_{2}, \cdots, k_{l} \leq 2^{2 m_{2}}$,

$$
\begin{equation*}
A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \cdots k_{l}}=\left[A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \cdots k_{l} k_{l+1}}\right]_{2^{m_{2}} \times 2^{m_{2}}} \tag{3.2.60}
\end{equation*}
$$

where $1 \leq k_{l+1} \leq 2^{2 m_{2}}$ and $1 \leq l \leq m_{3}-2$. For fixed $k_{1}, k_{2}, \cdots, k_{m_{3}-1}$,

$$
\begin{equation*}
A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \cdots k_{m_{3}-1}}=\left[a_{z ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}}}\right], \tag{3.2.61}
\end{equation*}
$$

where $a_{z ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}}}$ is given by (3.2.58).
Remark 3.6. Similarly, the following relations can be derived but the detailed proof is omitted here for brevity.

$$
\begin{aligned}
& A_{x ; 2 \times m_{2} \times m_{3}}=\left[a_{y ; 2 \times m_{2} \times m_{3} ; j_{1} j_{2} \ldots j_{m_{2}}}\right]_{2^{m_{2} m_{3}}} \times 2^{m_{2} m_{3}} \\
& A_{\hat{y} ; m_{1} \times 2 \times m_{3}}=\left[a_{\hat{z} ; m_{1} \times 2 \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}}}\right]_{2^{m_{1} m_{3} \times 2^{m_{1} m_{3}}}} \\
& A_{y ; m_{1} \times 2 \times m_{3}}=\left[a_{x ; m_{1} \times 2 \times m_{3} ; i_{1} i_{2} \ldots i_{m_{1}}}\right]_{2_{1} m_{3} \times 2^{m_{1} m_{3}}} \\
& A_{\hat{z} ; m_{1} \times m_{2} \times 2}=\left[a_{\hat{y} ; m_{1} \times m_{2} \times 2 ; j_{1}^{1} 2}^{2} \ldots j_{m_{2}} 2^{m_{1} m_{2} \times 2^{m_{1} m_{2}}}\right. \\
& A_{z ; m_{1} \times m_{2} \times 2}=\left[a_{\hat{x} ; m_{1} \times m_{2} \times 2 ; i_{1} i_{2} \ldots i_{m_{1}}}\right]_{2^{m_{1} m_{2}} \times 2^{m_{1} m_{2}}}
\end{aligned}
$$

## § 3.3 Transition Matrices and Spatial Entropy

### 3.3.1 Transition Matrices

With the ordering matrices $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ for $\Sigma_{2 \times m_{2} \times m_{3}}$ having been defined, higher order transition matrices $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ can now be derived from $\mathbb{T}_{x ; 2 \times 2 \times 2}$. As in the two dimensional case [4], assume that we have basic set $\mathcal{B} \subset \Sigma_{2 \times 2 \times 2}$. Define the transition matrix $\mathbb{T}_{x ; 2 \times 2 \times 2}=\mathbb{T}_{x ; 2 \times 2 \times 2}(\mathcal{B})$ by

$$
\begin{equation*}
\mathbb{T}_{x ; 2 \times 2 \times 2}=\left[t_{x ; 2 \times 2 \times 2 ; i_{1} i_{2}}\right]_{2^{4} \times 2^{4}}, \tag{3.3.1}
\end{equation*}
$$

where

$$
\begin{align*}
t_{x ; 2 \times 2 \times 2 ; i_{1} i_{2}} & =1 \quad \text { if } \quad \begin{array}{l}
a_{x ; 2 \times 2 \times 2 ; i_{1} i_{2}} \in \mathcal{B} \\
\\
\end{array} \quad 0 \quad \text { otherwise } \tag{3.3.2}
\end{align*}
$$

Then, the transition matrix $\mathbb{T}_{x ; 2 \times m_{2} \times 2}$ is a $2^{2 m_{2}} \times 2^{2 m_{2}}$ matrix with entries $t_{x ; 2 \times m_{2} \times 2 ; i_{1} i_{2}}$, where

$$
\begin{align*}
t_{x ; 2 \times m_{2} \times 2 ; i_{1} i_{2}} & =t_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}} \\
& =\prod_{k=1}^{m_{2}-1} t_{y ; 2 \times 2 \times 2 ; j_{k} j_{k+1}} . \tag{3.3.3}
\end{align*}
$$

Before $\mathbb{T}_{x ; 2 \times m_{2} \times 2}$ is introduced, three products of matrices are defined as follows.

Definition 3.7. For any two matrices $\mathbb{M}=\left(M_{i j}\right)$ and $\mathbb{N}=\left(N_{k l}\right)$, the Kronecker product (tensor product) $\mathbb{M} \otimes \mathbb{N}$ of $\mathbb{M}$ and $\mathbb{N}$ is defined by

$$
\begin{equation*}
\mathbb{M} \otimes \mathbb{N}=\left(M_{i j} \mathbb{N}\right) \tag{3.3.4}
\end{equation*}
$$

For any $n \geq 1$,

$$
\otimes \mathbb{N}^{n}=\mathbb{N} \otimes \mathbb{N} \otimes \cdots \otimes \mathbb{N}
$$

n-times in $\mathbb{N}$.
Next, for any two $m \times m$ matrices

$$
\mathbb{P}=\left(P_{i j}\right) \text { and } \mathbb{Q}=\left(Q_{i j}\right)
$$

where $P_{i j}$ and $Q_{i j}$ are numbers or matrices, the Hadamard product $\mathbb{P} \circ \mathbb{Q}$ is defined by

$$
\begin{equation*}
\mathbb{P} \circ \mathbb{Q}=\left(P_{i j} \cdot Q_{i j}\right), \tag{3.3.5}
\end{equation*}
$$

where the product $P_{i j} \cdot Q_{i j}$ of $P_{i j}$ and $Q_{i j}$ may be a multiplication between numbers, between numbers and matrices or between matrices whenever it is well-defined.

Finally, product $\hat{\otimes}$ is defined as follows. For any $4 \times 4$ matrix

$$
\mathbb{M}_{2}=\left[\begin{array}{llll}
m_{11} & m_{12} & m_{21} & m_{22}  \tag{3.3.6}\\
m_{13} & m_{14} & m_{23} & m_{24} \\
m_{31} & m_{32} & m_{41} & m_{42} \\
m_{33} & m_{34} & m_{43} & m_{44}
\end{array}\right]=\left[\begin{array}{ll}
M_{2 ; 1} & M_{2 ; 2} \\
M_{2 ; 3} & M_{2 ; 4}
\end{array}\right]
$$

and any $2 \times 2$ matrix

$$
\mathbb{N}=\left[\begin{array}{ll}
N_{1} & N_{2}  \tag{3.3.7}\\
N_{3} & N_{4}
\end{array}\right]
$$

where $m_{i j}$ are numbers and $N_{k}$ are numbers or matrices, for $1 \leq i, j, k \leq 4$, define

$$
\mathbb{M}_{2} \hat{\otimes} \mathbb{N}=\left[\begin{array}{llll}
m_{11} N_{1} & m_{12} N_{2} & m_{21} N_{1} & m_{22} N_{2}  \tag{3.3.8}\\
m_{13} N_{3} & m_{14} N_{4} & m_{23} N_{3} & m_{24} N_{4} \\
m_{31} N_{1} & m_{32} N_{2} & m_{41} N_{1} & m_{42} N_{2} \\
m_{33} N_{3} & m_{34} N_{4} & m_{43} N_{3} & m_{44} N_{4}
\end{array}\right]
$$

Furthermore, for $n \geq 1$, the $n+1$ th order of transition matrix of $\mathbb{M}_{2}$ is defined by

$$
\mathbb{M}_{n+1} \equiv \hat{\otimes} \mathbb{M}_{2}^{n}=\mathbb{M}_{2} \hat{\otimes} \mathbb{M}_{2} \hat{\otimes} \cdots \hat{\otimes} \mathbb{M}_{2}
$$

$n$-times in $\mathbb{M}_{2}$. More precisely,

$$
\mathbb{M}_{n+1}=\mathbb{M}_{2} \hat{\otimes}\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right)=\left[\begin{array}{ll}
M_{2 ; 1} \circ\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right) & M_{2 ; 2} \circ\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right) \\
M_{2 ; 3} \circ\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right) & M_{2 ; 4} \circ\left(\hat{\otimes} \mathbb{M}_{2}^{n-1}\right)
\end{array}\right]
$$

$$
=\left[\begin{array}{cc|cc}
m_{11} M_{n ; 1} & m_{12} M_{n ; 2} & m_{21} M_{n ; 1} & m_{22} M_{n ; 2}  \tag{3.3.9}\\
m_{13} M_{n ; 3} & m_{14} M_{n ; 4} & m_{23} M_{n ; 3} & m_{24} M_{n ; 4} \\
\hline m_{31} M_{n ; 1} & m_{32} M_{n ; 2} & m_{41} M_{n ; 1} & m_{42} M_{n ; 2} \\
m_{33} M_{n ; 3} & m_{34} M_{n ; 4} & m_{43} M_{n ; 3} & m_{44} M_{n ; 4}
\end{array}\right]=\left[\begin{array}{ll}
M_{n+1 ; 1} & M_{n+1 ; 2} \\
M_{n+1 ; 3} & M_{n+1 ; 4}
\end{array}\right],
$$

where

$$
\mathbb{M}_{n}=\hat{\otimes} \mathbb{M}_{2}^{n-1}=\left[\begin{array}{ll}
M_{n ; 1} & M_{n ; 2} \\
M_{n ; 3} & M_{n ; 4}
\end{array}\right]
$$

Here, the following convention is adopted,

$$
\hat{\otimes} \mathbb{M}_{2}^{0}=\mathbb{E}_{2 \times 2}
$$

From Theorem 3.1, we can obtain results for $\mathbb{T}_{x ; 2 \times m_{2} \times 2}$ as $\mathbb{T}_{n}$ in Theorem 3.1 in [5]. Indeed, we have

Theorem 3.8. Let $\mathbb{T}_{x ; 2 \times 2 \times 2}$ be a transition matrix given by (3.3.1) and (3.3.2). Then, for higher order transition matrices $\mathbb{T}_{x ; 2 \times m_{2} \times 2}, m_{2} \geq 3$, we have the following three equivalent expressions as follows:
(I) $\mathbb{T}_{x ; 2 \times m_{2} \times 2}$ can be decomposed into $m_{2}$ successive $4 \times 4$ matrices

$$
\mathbb{T}_{x ; 2 \times m_{2} \times 2}=\left[T_{x ; 2 \times m_{2} \times 2 ; j_{1}}\right]_{4 \times 4},
$$

where $1 \leq j_{1} 16$. For fixed $1 \leq j_{1}, j_{2}, \ldots, j_{k} \leq 16$,

$$
T_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2 \ldots j_{k}}}=\left[T_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{k} j_{k+1}}\right]_{4 \times 4},
$$

where $1 \leq j_{k+1} 16$ and $1 \leq k \leq m_{2}-1$. For fixed $j_{1}, j_{2}, \ldots, j_{m_{2}-1} \in$ $\{1,2, \ldots, 16\}$,

$$
T_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}-1}}=\left[t_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}}\right]_{4 \times 4},
$$

where $t_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}}$ is defined in (3.3.3).
(II) Starting from

$$
\mathbb{T}_{x ; 2 \times 2 \times 2}=\left[T_{x ; 2 \times 2 \times 2 ; j_{1}}\right]_{4 \times 4}
$$

and

$$
T_{x ; 2 \times 2 \times 2 ; j_{1}}=\left[t_{y ; 2 \times 2 \times 2 ; j_{1} j_{2}}\right]_{4 \times 4},
$$

for $m_{2} \geq 3, \mathbb{T}_{x ; 2 \times m_{2} \times 2}$ can be obtained from $\mathbb{T}_{x ; 2 \times\left(m_{2}-1\right) \times 2}$ by replacing $T_{x ; 2 \times 2 \times 2 ; j_{1}}$ with

$$
\begin{equation*}
\left(T_{x ; 2 \times 2 \times 2 ; j_{1}}\right)_{4 \times 4} \circ\left(\mathbb{T}_{x ; 2 \times 2 \times 2}\right)_{4 \times 4} . \tag{3.3.10}
\end{equation*}
$$

(III) For $m_{2} \geq 3$,

$$
\begin{align*}
\mathbb{T}_{x ; 2 \times m_{2} \times 2}= & \left(\mathbb{T}_{x ; 2 \times\left(m_{2}-1\right) \times 2}\right)_{2^{2\left(m_{2}-1\right)} \times 2^{2\left(m_{2}-1\right)}}  \tag{3.3.11}\\
& \circ\left(E_{2^{2\left(m_{2}-2\right)}} \otimes \mathbb{T}_{x ; 2 \times 2 \times 2}\right)_{2^{2 m_{2}} \times 2^{2 m_{2}}},
\end{align*}
$$

where $E_{2^{k}}$ is the $2^{k} \times 2^{k}$ matrix with 1 as its entries.
Proof. (I) The proof is to simply replace $A_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{k}}$ and $a_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{k}}$ by $T_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{k}}$ and $t_{x ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{k}}$ in Theorem 3.1 respectively.
(II) follows from (I) directly.
(III) follows from (I), we have $\mathbb{T}_{x ; 2 \times m_{2} \times 2}=\left[T_{\left.x ; 2 \times m_{2} \times 2 ; j_{1}\right]}\right], 1 \leq j_{1} \leq 2^{4}$. And by (I), we get following formula

$$
\begin{aligned}
\mathbb{T}_{x ; 2 \times m_{2} \times 2} & =\left[a_{y ; 2 \times 2 \times 2 ; j_{1} j_{2}} T_{x ; 2 \times\left(m_{2}-1\right) \times 2 ; j_{2}}\right] \\
& =\left(\mathbb{T}_{x ; 2 \times\left(m_{2}-1\right) \times 2}\right)_{2^{2\left(m_{2}-1\right)} \times 2^{2\left(m_{2}-1\right)}} \hat{\otimes}\left[E_{2^{2\left(m_{2}-2\right)}} \otimes \mathbb{T}_{x ; 2 \times 2 \times 2}\right]
\end{aligned}
$$

The proof is complete.

Remark 3.9. As mentioned in Remark 3.2 we have the following formula but the detailed proof is omitted for brevity.

$$
\begin{aligned}
& T_{\hat{x} ; 2 \times 2 \times m_{3}}=\left[t_{z ; 2 \times 2 \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}-1} k_{m_{3}}}\right]_{2^{m_{3}} \times 2^{m_{3}}} \\
& T_{y ; m_{1} \times 2 \times 2}=\left[t_{x ; m_{1} \times 2 \times 2 ; i_{1} i_{2} \ldots i_{m_{1}-1} i_{m_{1}}}\right]_{2^{m_{1}} \times 2^{m_{1}}} \\
& T_{\hat{y} ; 2 \times 2 \times m_{3}}=\left[t_{\hat{z} ; 2 \times 2 \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}-1} k_{m_{3}}}\right]_{m_{3} \times 2^{m_{3}}} \\
& T_{z ; m_{1} \times 2 \times 2}=\left[t_{\hat{x} ; m_{1} \times 2 \times 2 ; ; i_{1} i_{2} \ldots i_{m_{1}-1} i_{m_{1}}}\right]_{m_{1} \times 2^{m_{1}}} \\
& T_{\hat{z} ; 2 \times m_{2} \times 2}=\left[t_{\hat{y} ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}-1} j_{m_{2}}}\right]_{2^{m_{2}} \times 2^{m_{2}}}
\end{aligned}
$$

Now, the transition matrix $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}$, with respect to ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times 2}$. Additionally, by using Theorem 3.4, we have

## Theorem 3.10.

$$
\begin{equation*}
\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}=\mathbb{P}_{x ; 2 \times m_{2} \times 2}^{t} \mathbb{T}_{x ; 2 \times m_{2} \times 2} \mathbb{P}_{x ; 2 \times m_{2} \times 2} \tag{3.3.12}
\end{equation*}
$$

Proof. The proof is to simply replaced $a_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}}$ by $t_{y ; 2 \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}}$ in Theorem 3.4.

By applying Theorem 3.5, transition matrix $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ can be obtained from $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}$. According to (3.2.57), we obtained the transition matrix

$$
\begin{equation*}
\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}=\left[T_{\hat{x} ; 2 \times m_{2} \times 2 ; k_{1}}\right] \tag{3.3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\hat{x} ; 2 \times m_{2} \times 2 ; k_{1}}=\left[t_{z ; 2 \times m_{2} \times 2 ; k_{1} k_{2}}\right] . \tag{3.3.14}
\end{equation*}
$$

Therefore, we have
Theorem 3.11. Let $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}$ be a transition matrix given by (3.3.13) and (3.3.14). Then, for higher order transition matrices $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}, m_{2} \geq 3$, we have the following three equivalent expressions as follows:
(I) $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ can be decomposed into $m_{3}$ successive $2^{m_{2}} \times 2^{m_{2}}$ matrices:

$$
\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}=\left[T_{\hat{x} ; 2 \times m_{2} \times m_{3} ; k_{1}}\right]_{2^{m_{2}} \times 2^{m_{2}}},
$$

where $1 \leq k_{1} \leq 2^{2 m_{2}}$. For fixed $1 \leq k_{1}, k_{2}, \ldots, k_{l} \leq 2^{2 m_{2}}$,

$$
T_{\hat{x}, 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \ldots k \ell}=\left[T_{\hat{x} ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \ldots k_{\ell} k_{\ell+1}}\right]_{2^{m_{2}} \times 2^{m_{2}}},
$$

where $1 \leq k_{\ell+1}=1 \leq 2^{2 m_{2}}$ and $1 \leq l \leq m_{3}-2$,

$$
T_{\hat{x} ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}-1}}=\left[t_{z ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}}}\right]_{2^{m_{2}} \times 2^{m_{2}}},
$$

where $1 \leq k_{m_{3}} \leq 2^{2 m_{2}}$ and by (3.2.58)

$$
\begin{equation*}
t_{z ; 2 \times m_{2} \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}}}=\prod_{l=1}^{m_{3}-1} t_{z ; 2 \times m_{2} \times 2 ; k_{l} k_{l+1}} . \tag{3.3.15}
\end{equation*}
$$

(II) For any $m_{3} \geq 3, \mathbb{T}_{\hat{x}, 2 \times m_{2} \times m_{3}}$ can be obtained from $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}-1\right)}$ by replacing $T_{\hat{x}, 2 \times m_{2} \times 2 ; k_{1}}$ with

$$
\begin{equation*}
\left(T_{\hat{x} ; 2 \times m_{2} \times 2 ; k_{1}}\right)_{2^{m_{2}} \times 2^{m_{2}}} \circ\left(\mathbb{T}_{\hat{x}, 2 \times m_{2} \times 2}\right)_{2^{m_{2}} \times 2^{m_{2}}} . \tag{3.3.16}
\end{equation*}
$$

(III) Furthermore, for $m_{3} \geq 3$ we have

$$
\begin{align*}
& \mathbb{T}_{\hat{x}, 2 \times m_{2} \times m_{3}}=\left(\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}-1\right)}\right)_{2^{m_{2}\left(m_{3}-1\right)} \times 2^{m_{2}\left(m_{3}-1\right)}} \circ\left(E_{2^{m_{2}}\left(m_{3}-2\right)} \otimes \mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}\right)_{2^{m_{2}\left(m_{3}-1\right)} \times 2^{m_{2}\left(m_{3}-1\right)}} .
\end{align*}
$$

The proof closely resembles that when proving Theorem 3.1 and Theorem 3.8. Details of the proof are omitted for brevity.

Remark 3.12. As mentioned in Remark 3.6, we also have the following formula but the detailed proof is omitted for brevity.

$$
\begin{aligned}
& T_{x ; 2 \times m_{2} \times m_{3}}=\left[t_{y ; 2 \times m_{2} \times m_{3} ; j_{1} j_{2} \ldots j_{m_{2}}}\right]_{2^{m_{2} m_{3}} \times 2^{m_{2} m_{3}}} \\
& T_{\hat{y} ; m_{1} \times 2 \times m_{3}}=\left[t_{\hat{z} ; m_{1} \times 2 \times m_{3} ; k_{1} k_{2} \ldots k_{m_{3}}}\right]_{2^{m_{1} m_{3} \times 2^{m_{1} m_{3}}}} \\
& T_{y ; m_{1} \times 2 \times m_{3}}=\left[t_{x ; m_{1} \times 2 \times m_{3} ; i_{1} i_{2} \ldots i_{m_{1}}}\right]_{m_{1} m_{3} \times 2^{m_{1} m_{3}}} \\
& T_{\hat{z} ; m_{1} \times m_{2} \times 2}=\left[t_{\hat{y} ; m_{1} \times m_{2} \times 2 ; j_{1} j_{2} \ldots j_{m_{2}}}\right]_{2_{1} m_{2} \times 2^{m_{1} m_{2}}} \\
& T_{z ; m_{1} \times m_{2} \times 2}=\left[t_{\hat{x} ; m_{1} \times m_{2} \times 2 ; i_{1} i_{2} \ldots i_{m_{1}}}\right]_{2^{m_{1} m_{2} \times 2^{m_{1} m_{2}}}}
\end{aligned}
$$

Finally, the spatial entropy $h(\mathcal{B})$ can be computed through the maximum eigenvalue $\lambda_{m, n}$ of $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$. Indeed, we have

Theorem 3.13. Let $\lambda_{\hat{x} ; 2, m_{2}, m_{3}}$ be the maximum eigenvalue of $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$, then

$$
\begin{equation*}
h(\mathcal{B})=\lim _{m_{2}, m_{3} \rightarrow \infty} \frac{\log \lambda_{\hat{x} ; 2, m_{2}, m_{3}}}{m_{2} m_{3}} . \tag{3.3.18}
\end{equation*}
$$

Proof. By the same arguements as in [16], the limit (3.1.1) is well-defined and exists. From the construction of $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$, we observe that for $m_{2} \geq 2$ and $m_{3} \geq 2$,

$$
\begin{aligned}
\Gamma_{\hat{x} ; m_{1} \times m_{2} \times m_{3}}(\mathcal{B}) & =\sum_{1 \leq i, j \leq 2^{m_{2} m_{3}}}\left(\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}-1}\right)_{i j} \\
& =\sharp\left(\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}-1}\right) .
\end{aligned}
$$

As in one dimensional case, we have

$$
\lim _{m_{1} \rightarrow \infty} \frac{\log \sharp\left(\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}-1}\right)}{m_{1}}=\log \lambda_{\hat{x} ; 2, m_{2}, m_{3}},
$$

e.g., [4]. Therefore,

$$
\begin{aligned}
h(\mathcal{B}) & =\lim _{m_{1}, m_{2}, m_{3} \rightarrow \infty} \frac{\log \Gamma_{\hat{x} ; m_{1} \times m_{2} \times m_{3}}(\mathcal{B})}{m_{1} m_{2} m_{3}} \\
& =\lim _{m_{2}, m_{3} \rightarrow \infty} \frac{1}{m_{2} m_{3}}\left(\lim _{m_{1} \rightarrow \infty} \frac{\log \Gamma_{\hat{x} ; m_{1} \times m_{2} \times m_{3}}(\mathcal{B})}{m_{1}}\right) \\
& =\lim _{m_{2}, m_{3} \rightarrow \infty} \frac{\log \lambda_{\hat{x} ; 2, m_{2}, m_{3}}}{m_{2} m_{3}}
\end{aligned}
$$

The proof is complete.
Remark 3.14. Let $\lambda_{x ; 2, m_{2}, m_{3}}, \lambda_{\hat{y} ; m_{1}, 2, m_{3}}, \lambda_{y ; m_{1}, 2, m_{3}}, \lambda_{\hat{z} ; m_{1}, m_{2}, 2}$ and $\lambda_{z ; m_{1}, m_{2}, 2}$ be the maximum eigenvalue of $\mathbb{T}_{x ; 2 \times m_{2} \times m_{3}}, \mathbb{T}_{\hat{y} ; m_{1} \times 2 \times m_{3}}, \mathbb{T}_{y ; m_{1} \times 2 \times m_{3}}, \mathbb{T}_{\hat{z} ; m_{1} \times m_{2} \times 2}$ and $\mathbb{T}_{z ; m_{1} \times m_{2} \times 2}$ respectively, then it can be shown that

$$
\begin{aligned}
h(\mathcal{B}) & =\lim _{m_{2}, m_{3} \rightarrow \infty} \frac{\log \lambda_{x ; 2, m_{2}, m_{3}}}{m_{2} m_{3}} \\
& =\lim _{m_{1}, m_{3} \rightarrow \infty} \frac{\log \lambda_{\hat{y} ; m_{1}, 2, m_{3}}}{m_{1} m_{3}} \\
& =\lim _{m_{1}, m_{3} \rightarrow \infty} \frac{\log \lambda_{y ; m_{1}, 2, m_{3}}}{m_{1} m_{3}} \\
& =\lim _{m_{1}, m_{2} \rightarrow \infty} \frac{\log \lambda_{\hat{z} ; m_{1}, m_{2}, 2}}{m_{1} m_{2}} \\
& =\lim _{m_{1}, m_{2} \rightarrow \infty} \frac{\log \lambda_{z ; m_{1}, m_{2}, 2}}{m_{1} m_{2}} .
\end{aligned}
$$

but the detailed proof is omitted here for brevity.

### 3.3.2 Computation of $\lambda_{m, n}$ and entropies

From the last subsection, we obtained a systematic means of writing down $\mathbb{T}_{\hat{x}, 2 \times m_{2} \times m_{3}}$ from $\mathbb{T}_{x ; 2 \times 2 \times 2}$. As in a two dimensional case [4], a recursion formulas for $\lambda_{\hat{x} ; 2, m_{2}, m_{3}}$ can be obtained in special structure. To demonstrate the methods developed in the last subsection, we provide an illustrative example in which $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ and $\lambda_{\hat{x} ; 2, m_{2}, m_{3}}$ can be derived explicitly. More complete results will be appeared later.

Denoted by

$$
G=\left[\begin{array}{ll}
1 & 1  \tag{3.3.19}\\
1 & 0
\end{array}\right] \text { and } E=E_{2}=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

and let

$$
\begin{align*}
\mathbb{T}_{x ; 2 \times 2 \times 2} & =\otimes(G \otimes E)^{2} \\
& =(G \otimes E) \otimes(G \otimes E) \tag{3.3.20}
\end{align*}
$$

Proposition 3.15. Let $\mathbb{T}_{x ; 2 \times 2 \times 2}$ be in (3.3.19) and (3.3.20). Then,

$$
\begin{array}{ll}
\text { (i) } & \mathbb{T}_{x ; 2 \times m_{2} \times 2}=\otimes(G \otimes E)^{m_{2}} \\
\text { (ii) } & \mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}=(\otimes G)^{m_{2}} \otimes(\otimes E)^{m_{2}}  \tag{3.3.21}\\
\text { (iii) } & \mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}=(\otimes G)^{m_{2}\left(m_{3}-1\right)} \otimes(\otimes E)^{m_{2}}
\end{array}
$$

Furthermore, for the maximum eigenvalue $\lambda_{\hat{x} ; 2, m_{2}, m_{3}}$ of $\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$, we have the following recursion formulas:

$$
\begin{equation*}
\lambda_{\hat{x} ; 2, m_{2}+1, m_{3}}=2 g^{m_{3}-1} \lambda_{\hat{x} ; 2, m_{2}, m_{3}} \tag{3.3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{\hat{x} ; 2, m_{2}, m_{3}+1}=g^{m_{2}} \lambda_{\hat{x} ; 2, m_{2}, m_{3}} \tag{3.3.23}
\end{equation*}
$$

for $m_{2}, m_{3} \geq 2$ with

$$
\begin{equation*}
\lambda_{\hat{x} ; 2,2,2}=(2 g)^{2} . \tag{3.3.24}
\end{equation*}
$$

The spatial entropy is

$$
\begin{equation*}
h\left(\mathbb{T}_{x ; 2 \times 2 \times 2}\right)=\log g, \tag{3.3.25}
\end{equation*}
$$

where $g=\frac{1+\sqrt{5}}{2}$, the golden-mean.
Proof. The proof is only described briefly, and the details are omitted for brevity.
(i) can be proved by Theorem 3.8 and induction on m. Indeed, by (3.3.11), we have

$$
\begin{aligned}
\mathbb{T}_{x ; 2 \times 3 \times 2} & =\left(\mathbb{T}_{x ; 2 \times 2 \times 2}\right)_{4 \times 4} \circ\left(E_{2^{2}} \otimes \mathbb{T}_{x ; 2 \times 2 \times 2}\right)_{4 \times 4} \\
& =(G \otimes E \otimes G \otimes E)_{4 \times 4} \circ(E \otimes E \otimes(G \otimes E \otimes G \otimes E))_{4 \times 4} \\
& =(G \circ E) \otimes(E \circ E) \otimes(G \circ G) \otimes\left(E_{2 \times 2} \circ(E \otimes G \otimes E)\right)_{2 \times 2} \\
& =\otimes(G \otimes E)^{3} .
\end{aligned}
$$

Assume that $\mathbb{T}_{x ; 2 \times\left(m_{2}-1\right) \times 2}=\otimes(G \otimes E)^{m_{2}-1}$. Then by (3.3.11) again, we have

$$
\begin{aligned}
& \left.\mathbb{T}_{x ; 2 \times m_{2} \times 2}=\left(\mathbb{T}_{x ; 2 \times\left(m_{2}-1\right) \times 2}\right) \circ\left(\otimes(E)^{2\left(m_{2}-2\right)} \otimes \mathbb{T}_{x ; 2 \times 2 \times 2}\right)\right) \\
& =\left(\otimes(G \otimes E)^{m_{2}-1}\right)_{2^{2 m_{2}-2} \times 2^{2 m_{2}-2}} \circ\left(\left(\otimes(E)^{m_{2}-2}\right) \otimes\left(\otimes(G \otimes E)^{2}\right)\right)_{2^{2 m_{2}-2} \times 2^{2 m_{2}-2}} \\
& =\left(\otimes(G \otimes E)^{m_{2}-2} \otimes(G \otimes E)\right)_{2^{2 m_{2}-2} \times 2^{2 m_{2}-2}} \\
& \circ\left(\otimes(E \otimes E)^{m_{2}-2} \otimes(G \otimes E) \otimes(G \otimes E)\right)_{2^{2 m_{2}-2} \times 2^{2 m_{2}-2}} \\
& =\otimes[(G \circ E) \otimes(E \circ E)]^{m_{2}-2} \otimes(G \circ G) \otimes(E \circ(E \otimes G \otimes E)) \\
& =\otimes(G \otimes E)^{m_{2}-2} \otimes(G \otimes E) \otimes(G \otimes E) \\
& =\otimes(G \otimes E)^{m_{2}} \text {. }
\end{aligned}
$$

(ii) The following property for matrices is needed and the detailed proof omitted: For any two $2 \times 2$ matrices A and B , we have

$$
\begin{equation*}
P(A \otimes B) P=B \otimes A \tag{3.3.26}
\end{equation*}
$$

where $P$ is given in (3.2.51). We also prove in (3.3.21) by induction on $m_{2}$. When $m_{2}=2$, by Theorem 3.10,

$$
\begin{aligned}
\mathbb{T}_{\hat{x} ; 2 \times 2 \times 2} & =\mathbb{P}_{x ; 2 \times 2 \times 2}^{t} \mathbb{T}_{x ; 2 \times 2 \times 2} \mathbb{P}_{x ; 2 \times 2 \times 2} \\
& =\left(P_{4 ; 2}\right)^{t} \mathbb{T}_{x ; 2 \times 2 \times 2} P_{4 ; 2} \\
& =\left(I_{2} \otimes P \otimes I_{2}\right)((G \otimes E) \otimes(G \otimes E))\left(I_{2} \otimes P \otimes I_{2}\right) \\
& =G \otimes(P(E \otimes G) P) \otimes E \\
& =G \otimes G \otimes E \otimes E
\end{aligned}
$$

by (3.3.26).
Now, assume that (3.3.21) holds for $m_{2}-1$, i.e.

$$
\mathbb{T}_{\hat{x} ; 2 \times\left(m_{2}-1\right) \times 2}=\left(\otimes(G)^{m_{2}-1}\right) \otimes\left(\otimes(E)^{m_{2}-1}\right)
$$

Then

$$
\begin{aligned}
& \mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2} \\
& =\mathbb{P}_{x ; 2 \times m_{2} \times 2}^{t} \mathbb{T}_{x ; 2 \times m_{2} \times 2} \mathbb{P}_{x ; 2 \times m_{2} \times 2} \\
& =\left[\left(P_{2 m_{2} ; 2} P_{2 m_{2} ; 4} \cdots P_{2 m_{2} ; 2 m_{2}-2}\right)\left(P_{2 m_{2} ; 3} P_{2 m_{2} ; 5} \cdots P_{2 m_{2} ; 2 m_{2}-3}\right) \cdots\left(P_{2 m_{2} ; m}\right)\right]^{t} \\
& \mathbb{T}_{x ; 2 \times m_{2} \times 2}\left[\left(P_{2 m_{2} ; 2} P_{2 m_{2} ; 4} \cdots P_{2 m_{2} ; 2 m_{2}-2}\right)\left(P_{2 m_{2} ; 3} P_{2 m_{2} ; 5} \cdots P_{2 m_{2} ; 2 m_{2}-3}\right) \cdots\left(P_{2 m_{2} ; m}\right)\right] \\
& =\left(P_{2 m_{2} ; m}\right) \cdots\left(P_{2 m_{2} ; 3} P_{2 m_{2} ; 5} \cdots P_{2 m_{2} ; 2 m_{2}-3}\right)\left[\left(P_{2 m_{2} ; 2} P_{2 m_{2} ; 4} \cdots P_{2 m_{2} ; 2 m_{2}-2}\right)\right. \\
& \left.\left.\otimes(G \otimes E)^{m_{2}}\right)\left(P_{2 m_{2} ; 2} P_{2 m_{2} ; 4} \cdots P_{2 m_{2} ; 2 m_{2}-2}\right)\right]\left(P_{2 m ; 3} P_{2 m ; 5} \cdots P_{2 m ; 2 m_{2}-3}\right) \cdots\left(P_{2 m ; m}\right) \\
& =\left(P_{2 m ; m}\right) \cdots\left(P_{2 m ; 3} P_{2 m ; 5} \cdots P_{2 m ; 2 m_{2}-3}\right)\left[G \otimes\left(\otimes(G \otimes E)^{m_{2}-1}\right) \otimes E\right] \\
& \left(P_{2 m ; 3} P_{2 m ; 5} \cdots P_{2 m ; 2 m_{2}-3}\right) \cdots\left(P_{2 m ; m}\right) \\
& =G \otimes\left\{\left(P_{2\left(m_{2}-1\right) ; m_{2}-1}\right) \cdots\left(P_{2\left(m_{2}-1\right) ; 2} P_{2\left(m_{2}-1\right) ; 4} \cdots P_{2\left(m_{2}-1\right) ; 2\left(m_{2}-1\right)-2}\right)\left[\otimes(G \otimes E)^{m_{2}-1}\right]\right. \\
& \left.\left(P_{2\left(m_{2}-1\right) ; 2} P_{2\left(m_{2}-1\right) ; 4} \cdots P_{2\left(m_{2}-1\right) ; 2\left(m_{2}-1\right)-2}\right) \cdots\left(P_{2 m_{2}-1 ; m_{2}-1}\right)\right\} \otimes E \\
& =G \otimes\left(\mathbb{P}_{x ; 2 \times\left(m_{2}-1\right) \times 2}^{t} \mathbb{T}_{x ; 2 \times\left(m_{2}-1\right) \times 2} \mathbb{P}_{x ; 2 \times\left(m_{2}-1\right) \times 2}\right) \otimes E \\
& =G \otimes \mathbb{T}_{\hat{x} ; 2 \times\left(m_{2}-1\right) \times 2} \otimes E \\
& =G \otimes\left(\left(\otimes(G)^{m_{2}-1}\right) \otimes\left(\otimes(E)^{m_{2}-1}\right)\right) \otimes E \\
& =\left(\otimes(G)^{m_{2}}\right) \otimes\left(\otimes(E)^{m_{2}}\right) \text {. }
\end{aligned}
$$

(iii) For a fixed $m_{2}$, we prove the results by induction on $m_{3} \geq 2$. Assume that (3.3.21) holds for $m_{3}-1$, i.e.,

$$
\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}-1\right)}=\left(\otimes(G)^{m_{2} \times\left(m_{3}-2\right)}\right) \otimes\left(\otimes(E)^{m_{2}}\right)
$$

Then, by (3.3.17), we have

$$
\begin{aligned}
\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}} & =\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}-1\right)} \circ\left(\left(\otimes(E)^{m_{2}\left(m_{3}-2\right)}\right) \otimes \mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}\right) \\
& =\left(\left(\otimes(G)^{m_{2}\left(m_{3}-2\right)}\right) \otimes\left(\otimes(E)^{m_{2}}\right)\right) \circ\left(\left(\otimes(E)^{m_{2}\left(m_{3}-2\right)}\right) \otimes\left(\otimes(G)^{m_{2}}\right) \otimes\left(\otimes(E)^{m_{2}}\right)\right) \\
& =\left(\otimes(G)^{m_{2}\left(m_{3}-2\right)}\right) \otimes\left(\otimes(G)^{m_{2}}\right) \otimes\left(\otimes(E)^{m_{2}}\right) \\
& =\left(\otimes(G)^{m_{2}\left(m_{3}-1\right)}\right) \otimes\left(\otimes(E)^{m_{2}}\right)
\end{aligned}
$$

As for maximum eigenvalue $\lambda_{\hat{x} ; 2, m_{2}, m_{3}}$, verifying (3.3.24) is easy. To show (3.3.22) for fixed $m_{3}$, by using (3.3.21), we have

$$
\begin{aligned}
\mathbb{T}_{\hat{x} ; 2 \times\left(m_{2}+1\right) \times m_{3}} & =\left(\otimes(G)^{\left(m_{2}+1\right)\left(m_{3}-1\right)}\right) \otimes\left(\otimes(E)^{m_{2}+1}\right) \\
& =\left(\otimes(G)^{m_{3}-1}\right) \otimes\left(\otimes(G)^{m_{2}\left(m_{3}-1\right)}\right) \otimes\left(\otimes(E)^{m_{2}}\right) \otimes E \\
& =\left(\otimes(G)^{m_{3}-1}\right) \otimes \mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}} \otimes E,
\end{aligned}
$$

which implies

$$
\lambda_{\hat{x} ; 2, m_{2}+1, m_{3}}=2 g^{n-1} \lambda_{\hat{x} ; 2, m_{2}, m_{3}}
$$

see [12].
Similarly, for a fixed $m_{2}$, to prove (3.3.23), by using (3.3.21) again, we have

$$
\begin{aligned}
\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+1\right)} & =\left(\otimes(G)^{m_{2} m_{3}}\right) \otimes\left(\otimes(E)^{m_{2}}\right) \\
& =\left(\otimes(G)^{m_{2}}\right) \otimes\left(\otimes(G)^{m_{2}\left(m_{3}-1\right)}\right) \otimes\left(\otimes(E)^{m_{2}}\right) \\
& =\left(\otimes(G)^{m_{2}}\right) \otimes \mathbb{T}_{\hat{x} ; 2 \times m_{2} \times m_{3}}
\end{aligned}
$$

which implies

$$
\lambda_{\hat{x} ; 2, m_{2}, m_{3}+1}=g^{m_{2}} \lambda_{\hat{x} ; 2, m_{2}, m_{3}} .
$$

Finally, (3.3.25) follows from (3.3.22), (3.3.23) and Theorem 3.13. The proof is thus complete.

## § 3.4 Connecting Operator

As stated in the introduction, in this section we will introduce the connecting operator and to use it to derive a recursive formula between an elementary pattern of order $(m, n)$. And use it to yield a lower bound on entropy.

### 3.4.1 Connecting Operator in $z$-direction

This subsection derives connecting operators and investigates their properties. For brevity, we just discuss the connecting operator in $z$-direction and the other cases are similar and we will state them in Remarks follows. For clarity, such as in the former section two symbols on lattice $\mathbb{Z}_{2 \times 2 \times 2}$ are examined first.

As state in Theorem 3.5, the ordering matrix $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ can be represented by $A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; \alpha}$, where $1 \leq \alpha \leq 2^{2 m_{2}}$, is a $2^{m_{2}\left(m_{3}-1\right)} \times 2^{m_{2}\left(m_{3}-1\right)}$ matrix.

For matrices multiplication, the indices of $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}$ are conveniently expressed as

$$
.\left[\begin{array}{llll}
A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; 11} & A_{\hat{x}, 2 \times m_{2} \times m_{3} ; 12} & \cdots & A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; 12^{m_{2}}} \\
A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; 21} & A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; 22} & \cdots & A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; 22^{m_{2}}} \\
\vdots & \vdots & \ddots & \vdots \\
A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; 2^{m_{2}}} & A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; 2^{m_{2}}} & \cdots & A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; 2^{m_{2} 2^{m_{2}}}}
\end{array}\right]
$$

Clearly, $A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; \alpha}=A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; \beta_{1} \beta_{2}}$, where $\alpha=\alpha\left(\beta_{1}, \beta_{2}\right)=2^{m_{2}}\left(\beta_{1}-\right.$ 1) $+\beta_{2}$. For $m_{1} \geq 2$, the elementary pattern in the entries of $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}}$ is represented by $A_{\hat{x} ; 2 \times 2 \times 2 ; \beta_{1} \beta_{2}} A_{\hat{x} ; 2 \times 2 \times 2 ; \beta_{2} \beta_{3}} \cdots A_{\hat{x} ; 2 \times 2 \times 2 ; \beta_{m_{1}} \beta_{m_{1}+1}}$ where $\beta_{r} \in$ $\left\{1,2, \cdots, 2^{m_{2}}\right\}$. A lexicographic order for multiple indices $I_{m_{1}+1}=\left(\beta_{1} \beta_{2} \cdots \beta_{m} \beta_{m_{1}+1}\right)$ is introducing, using

$$
\begin{equation*}
\mathcal{K}\left(I_{m_{1}+1}\right)=1+\sum_{r=2}^{m_{1}} 2^{m_{2}\left(m_{1}-r\right)}\left(\beta_{r}-1\right) \tag{3.4.2}
\end{equation*}
$$

Now, $A_{\hat{x} ; m_{1}+1, m_{2}, m_{3} ; \alpha}^{(k)}$ could be represented by

$$
\begin{equation*}
A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; \beta_{1} \beta_{2}} A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; \beta_{2} \beta_{3}} \cdots A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; \beta_{m_{1}} \beta_{m_{1}+1}} \tag{3.4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\alpha=\alpha\left(\beta_{1},\left(\beta_{m_{1}}+1\right)\right)\right)=2^{m_{2}}\left(\beta_{1}-1\right)+\beta_{m_{1}+1} \tag{3.4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
k=\mathcal{K}\left(I_{m_{1}+1}\right) \tag{3.4.5}
\end{equation*}
$$

is given in (3.4.2). Therefore, $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}}$ can be expressed as

$$
\begin{equation*}
\left[A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}\right]_{2^{m_{2}} \times 2^{m_{2}}} \tag{3.4.6}
\end{equation*}
$$

where $1 \leq \alpha \leq 2^{2 m_{2}}$ and

$$
\begin{equation*}
A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}=\sum_{k=1}^{2^{m_{2}\left(m_{1}-1\right)}} A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}^{(k)} \tag{3.4.7}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
X_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}=\left(A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}^{(k)}\right)^{t} \tag{3.4.8}
\end{equation*}
$$

where $1 \leq k \leq 2^{m_{2}\left(m_{1}-1\right)}, X_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}$ is a $2^{m_{2}\left(m_{1}-1\right)}$ column vector that consists of all elementary patterns in $A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}$. The ordering matrix $\mathbb{X}_{\hat{x} ; m_{1}, m_{2}, m_{3}}$ of $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}}$ is now defined by

$$
\begin{equation*}
\left[X_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}\right]_{2^{m_{2}} \times 2^{m_{2}}} \tag{3.4.9}
\end{equation*}
$$

where $1 \leq \alpha \leq 2^{2 m_{2}}$. The ordering matrix $\mathbb{X}_{\hat{x}, m_{1}, m_{2}, m_{3}}$ allows the elementary patterns to be tracked during the reduction from $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+1\right)}^{m_{1}}$ to $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}}$. This careful book-keeping provides a systematic way to generate the admissible patterns and in Section 3.4.2, lower-bound estimates of spatial entropy.

The following simplest example is studied first to illustrate the above concept.
Example 3.16. For $m_{1}=2, m_{2}=3, m_{3}=3$, the following can be easily be verified;

$$
\begin{equation*}
\mathbb{A}_{\hat{x} ; 2 \times 3 \times 3}^{2}=\left[A_{\hat{x} ; 2,3,3 ; \alpha_{1}}\right]_{2^{3} \times 2^{3}}, \tag{3.4.10}
\end{equation*}
$$

where $1 \leq \alpha_{1} \leq 2^{6}$ and

$$
\begin{equation*}
A_{\hat{x} ; 2,3,3 ; \alpha_{1}}=\sum_{k=1}^{2^{3}} A_{\hat{x} ; 2,3,3 ; \alpha_{1}}^{(k)}, \tag{3.4.11}
\end{equation*}
$$

and for fixed $\alpha_{1}$ and $k$ the represented pattern of $A_{\hat{x} ; 2,3,3 ; \alpha_{1}}^{(k)}$ are as the following form


If we defined the red symbol is equal to 1 , white symbol is equal to 0 , then $\alpha_{1}=2^{5} \alpha_{11}+2^{4} \alpha_{12}+2^{3} \alpha_{13}+2^{2} \alpha_{14}+2 \alpha 15+\alpha_{16}+1$ and $k=2^{2} k_{1}+2 k_{2}+k_{3}+1$. Therefore

$$
\begin{equation*}
X_{\hat{x} ; 2,3,3 ; \alpha_{1}}=\left(A_{\hat{x} ; 2,3,3 ; \alpha_{1}}^{(k)}\right)^{t} \tag{3.4.13}
\end{equation*}
$$

where $1 \leq k \leq 2^{3}$ and $1 \leq \alpha_{1} \leq 2^{6}$. Define

$$
\begin{equation*}
X_{\hat{x} ; 2,3,3 ; \alpha_{1} ; \alpha_{2}}=\left(A_{\hat{x} ; 2,3,3 ; \alpha_{1} ; \alpha_{2}}^{(k)}\right)^{t} \tag{3.4.14}
\end{equation*}
$$

where $1 \leq k \leq 2^{3}$ and $1 \leq \alpha_{1}, \alpha_{2} \leq 2^{6}$ and the represented pattern is

$$
A_{\hat{x} ; 2,3,3 ; \alpha_{1} ; \alpha_{2}}^{(k)}=
$$



Hence we get, for example

$$
\begin{equation*}
X_{\hat{x} ; 2,3,3 ; 1 ; 1}=S_{\hat{x} ; m_{3} ; 2,2 ; 11} \cdot X_{\hat{x} ; 2,3,2 ; 1}, \tag{3.4.16}
\end{equation*}
$$

and the represented patterns of $S_{\hat{x} ; m_{3} ; 2,3 ; 11}$


The above derivation indicates that $X_{\hat{x} ; 2,3,3 ; \alpha_{1} ; \alpha_{2}}$ can reduced to $X_{\hat{x} ; 2,3,3 ; \alpha_{2}}$ via multiplication with connecting operator $S_{\hat{x} ; m_{3} ; 2,3 ; \alpha_{1} \alpha_{2}}$. This procedure can be extended to introduce the connecting operator $\mathbb{S}_{\hat{x} ; m_{3} ; m_{1} m_{2}}=\left[S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}}\right]$, where $1 \leq \alpha_{1}, \alpha_{2} \leq 2^{2 m_{2}}$, for all $m_{1} \geq 2, m_{2} \geq 2$.

Definition 3.17. For $m_{1} \geq 2, m_{2} \geq 2$, define

$$
\begin{equation*}
\left(\mathbb{C}_{\hat{x} ; m_{3} ; m_{1} m_{2}}\right)_{2^{2 m_{2}} \times 2^{2 m_{2}}}=\left(\mathbb{S}_{\hat{x} ; m_{3} ; m_{1} m_{2}}^{(r)}\right)_{2^{2 m_{2}} \times 2^{2 m_{2}}} \tag{3.4.18}
\end{equation*}
$$

where the row matrix $\mathbb{S}_{\hat{x} ; m_{3} ; m_{1} m_{2}}^{(r)}$ of $\mathbb{S}_{\hat{x} ; m_{3} ; m_{1} m_{2}}$ is defined in (3.2.23) and (3.2.24). And
(3.4.19) $C_{\hat{x} ; m_{3} ; m_{1} m_{2} ; i_{1} i_{2}}$
$=\left[\left(\mathbb{T}_{z ; 2 \times m_{2} \times 2 ; i_{1}}\right)_{2^{m_{2} \times 2^{m_{2}}}} \circ\left(\mathbb{T}_{z ;\left(m_{1}-1\right) \times m_{2} \times 2}\right)_{2^{m_{2} \times 2^{m_{2}}}}\right]_{2^{\left(m_{1}-1\right) m_{2}} \times 2^{\left(m_{1}-1\right) m_{2}}}$
$\circ \quad\left(E_{2^{\left(m_{1}-2\right) m_{2}}} \otimes\left(\left(\mathbb{T}_{z ; 2 \times m_{2} \times 2}^{(r)}\right)_{; i_{2}}^{(c)}\right)_{2^{m_{2} \times 2^{m_{2}}}}\right)_{2^{\left(m_{1}-1\right) m_{2}} \times 2^{\left(m_{1}-1\right) m_{2}}}$
where $\left(\mathbb{T}_{z ; 2 \times m_{2} \times 2}^{(r)}\right)_{; \alpha_{2}}^{(c)}$ is the $\alpha_{2}$-th block of the matrix $\left(\mathbb{T}_{z ; 2 \times m_{2} \times 2}^{(r)}\right)^{(c)},\left(\mathbb{T}_{z ; 2 \times m_{2} \times 2}^{(r)}\right)^{(c)}$ is the column matrix of $\mathbb{T}_{z ; 2 \times m_{2} \times 2}^{(r)}$ and $\mathbb{T}_{z ; 2 \times m_{2} \times 2}^{(r)}$ is the row matrix of $\mathbb{T}_{z ; 2 \times m_{2} \times 2}$.

Remark 3.18. With the similar method, we also can defined the following connecting operators.

$$
\begin{aligned}
& C_{x ; m_{2} ; m_{1} m_{3} ; i_{1} i_{2}} \\
& =\left[\left(\mathbb{T}_{y ; 2 \times 2 \times m_{3} ; i_{1}}\right)_{2^{m_{3} \times 2^{m_{3}}}} \circ\left(\mathbb{T}_{z ;\left(m_{1}-1\right) \times m_{2} \times 2}\right)_{2^{m_{3} \times 2^{m_{3}}}}\right]_{2^{\left(m_{1}-1\right) m_{3}} \times 2^{\left(m_{1}-1\right) m_{3}}} \\
& \text { - }\left(E_{2^{\left(m_{1}-2\right) m_{3}}} \otimes\left(\left(\mathbb{T}_{y ; 2 \times 2 \times m_{3}}^{(r)}\right)_{; i_{2}}^{(c)}\right)_{\left.2^{m_{3} \times 2^{m_{3}}}\right)}\right)_{2^{\left(m_{1}-1\right) m_{3}} \times 2^{\left(m_{1}-1\right) m_{3}}} \\
& C_{\hat{y} ; m_{3} ; m_{1} m_{2} ; i_{1} i_{2}} \\
& =\left[\left(\mathbb{T}_{\hat{z} ; m_{1} \times 2 \times 2 ; i_{1}}\right)_{2^{m_{1} \times 2^{m_{1}}}} \circ\left(\mathbb{T}_{\hat{z} ; m_{1} \times\left(m_{2}-1\right) \times 2}\right)_{2^{m_{1} \times 2^{m_{1}}}}\right]_{2^{\left(m_{2}-1\right) m_{1}} \times 2^{\left(m_{2}-1\right) m_{1}}} \\
& \circ \quad\left(E_{2^{\left(m_{2}-2\right) m_{1}}} \otimes\left(\left(\mathbb{T}_{\tilde{z} ; 2 \times\left(m_{2}-1\right) \times 2}^{(r)}\right)_{; i_{2}}^{(c)}\right)_{2^{m_{1} \times 2^{m_{1}}}}\right)_{2^{\left(m_{2}-1\right) m_{1}} \times 2^{\left(m_{2}-1\right) m_{1}}} \\
& C_{y ; m_{1} ; m_{2} m_{3} ; i_{1} i_{2}} \\
& =\left[\left(\mathbb{T}_{x ; 2 \times 2 \times m_{3} ; i_{1}}\right)_{2^{m_{3} \times 2^{m_{3}}}} \circ\left(\mathbb{T}_{x ; 2 \times\left(m_{2}-1\right) \times 2}\right)_{2^{m_{3} \times 2^{m_{3}}}}\right]_{2^{\left(m_{2}-1\right) m_{3} \times 2^{\left(m_{2}-1\right) m_{3}}}} \\
& \text { - }\left(E_{2^{\left(m_{2}-2\right) m_{3}}} \otimes\left(\left(\mathbb{T}_{x ; 2 \times 2 \times m_{3}}^{(r)}\right)_{; i_{2}}^{(c)}\right)_{2^{m_{3} \times 2^{m_{3}}}}\right)_{2^{\left(m_{2}-1\right) m_{3}} \times 2^{\left(m_{2}-1\right) m_{3}}} \\
& C_{\hat{z} ; m_{2} ; m_{1} m_{3} ; i_{1} i_{2}} \\
& =\left[\left(\mathbb{T}_{\hat{y} ; m_{1} \times 2 \times 2 ; i_{1}}\right)_{2^{m_{1} \times 2^{m_{1}}}} \circ\left(\mathbb{T}_{\hat{y} ; m_{1} \times\left(m_{3}-1\right) \times 2}\right)_{2^{m_{1} \times 2^{m_{1}}}}\right]_{2^{\left(m_{3}-1\right) m_{1}} \times 2^{\left(m_{3}-1\right) m_{1}}} \\
& \circ \quad\left(E_{2^{\left(m_{3}-2\right) m_{1}}} \otimes\left(\left(\mathbb{T}_{\hat{y} ; 2 \times\left(m_{3}-1\right) \times 2}^{(r)}\right)_{; i_{2}}^{(c)}\right)_{2^{m_{1} \times 2^{m_{1}}}}\right)_{2^{\left(m_{3}-1\right) m_{1}} \times 2^{\left(m_{3}-1\right) m_{1}}} \\
& C_{z ; m_{1} ; m_{2} m_{3} ; i_{1} i_{2}} \\
& =\left[\left(\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2} ; i_{1}\right)_{2^{m_{2} \times 2^{m}}} \circ\left(\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}-1\right)}\right)_{2^{m_{2} \times 2^{m_{2}}}}\right]_{2^{\left(m_{3}-1\right) m_{2}} \times 2^{\left(m_{3}-1\right) m_{2}}} \\
& \text { - }\left(E_{2^{\left(m_{3}-2\right) m_{2}}} \otimes\left(\left(\mathbb{T}_{\hat{x} ; 2 \times m_{2} \times 2}^{(r)}\right)_{; i_{2}}^{(c)}\right)_{2^{m_{2} \times 2^{m}}}\right)_{2^{\left(m_{3}-1\right) m_{2}} \times 2^{\left(m_{3}-1\right) m_{2}}}
\end{aligned}
$$

Theorem 3.19. For any $m_{2} \geq 2, m_{3} \geq 2$ and $1 \leq i_{1}, i_{2} \leq 2^{2 m_{2}}$,

$$
\begin{equation*}
C_{\hat{x} ; m_{3} ; m_{1}+1, m_{2} ; i_{1} i_{2}}=\left[t_{\hat{x} ; 2 \times m_{2} \times 2 ; i_{1} i} C_{\hat{x} ; m_{3} ; m_{1} m_{2} ; i i_{2}}\right]_{2^{m_{2}} \times 2^{m_{2}}}, \tag{3.4.20}
\end{equation*}
$$

where $q \leq i \leq 2^{2 m_{2}}$
Proof. By Remark 3.12 and Theorem 3.11,

$$
\mathbb{T}_{z ;\left(m_{1}-1\right) \times m_{2} \times 2}=\left[T_{z ; 2 \times m_{2} \times 2 ; i_{1}} \circ \mathbb{T}_{z ;\left(m_{1}-2\right) \times m_{2} \times 2}\right],
$$

where $1 \leq i_{1} \leq 2^{2 m_{2}}$. Therefore, by

$$
\begin{aligned}
& C_{\hat{x}, m_{3} ;\left(m_{1}+1\right) m_{2} ; i_{1} i_{2}} \\
= & {\left[\left(T_{z ; 2 \times m_{2} \times 2}\right) \circ \mathbb{T}_{z ;\left(m_{1}-1\right) \times m_{2} \times 2}\right] \circ\left[E_{2^{\left(m_{1}-3\right) m_{2}}} \otimes\left(T_{z ; 2 \times m_{2} \times 2}^{(r)}\right)_{; i_{2}}^{(c)}\right] } \\
= & {\left[t_{\hat{x} ; 2 \times m_{2} \times 2 ; i_{1} i}\left(T_{z ; 2 \times m_{2} \times 2 ; i} \circ \mathbb{T}_{z ;\left(m_{1}-2\right) \times m_{2} \times 2}\right)\right]_{2^{m_{2} \times 2^{m_{2}}}} } \\
& \circ\left[E_{2^{m_{2}}} \otimes\left(E_{2\left(m_{1}-4\right) m_{2}} \otimes\left(T_{z ; 2 \times m_{2} \times 2}^{(r)}\right)_{; i_{2}}^{(c)}\right)\right] \\
= & {\left[t_{\hat{x} ; 2 \times m_{2} \times 2 ; i_{1} i} C_{\left.\hat{x} ; m_{3} ; m_{1} m_{2} ; i_{1} i_{2}\right]_{2^{m_{2}} \times 2^{m_{2}}}}\right.}
\end{aligned}
$$

where $1 \leq i \leq 2^{2 m_{2}}$. The proof is complete.

Notably, (3.4.20) implies $C_{\hat{x} ; m_{3} ; m_{1} m_{2} ; i j}$ is

$$
t_{\hat{x} ; 2 \times m_{2} \times 2 ; i_{1} i_{2}} t_{\hat{x} ; 2 \times m_{2} \times 2 ; i_{2} i_{3}} \cdots t_{\hat{x} ; 2 \times m_{2} \times 2 ; i_{m_{1}} i_{m_{1}+1}}
$$

with $i_{1}=i$ and $i_{m+1}=j . C_{\hat{x} ; m_{3} ; m_{1} m_{2} ; i j}$ consist of all paths of length $m_{1}+$ 1 starting from $i$ and ending at $j$. Indeed, the entries of $\mathbb{C}_{\hat{x} ; m_{3} ; m_{1} m_{2}}$ and $\mathbb{T}_{z ;\left(m_{1}+1\right) \times m_{2} \times 2}$ are the same. However, the arrangements are different.

In (3.4.3) substituting $m_{3}$ for $m_{3}+1$ and using (3.3.17), $A_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha}^{(k)}$ could be represented by

$$
\begin{align*}
& A_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+1\right) ; \beta_{1} \beta_{2}} A_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+1\right) ; \beta_{2} \beta_{3}} \cdots A_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+1\right) ; \beta_{m_{1}} \beta_{m_{1}+1}} \\
& \prod_{j=1}^{m_{1}}\left[a_{\hat{x} ; 2 \times m_{2} \times 2 ; \alpha_{j} \hat{\alpha}} A_{\hat{x} ; 2 \times m_{2} \times m_{3} ; \hat{\beta}_{1} \hat{\beta_{2}}}\right]_{2^{m_{2}} \times 2^{m_{2}}} \tag{3.4.2午}
\end{align*}
$$

where $1 \leq \hat{\beta}_{1}, \hat{\beta}_{2} \leq 2^{m_{2}}$ and $\alpha_{j}=\alpha\left(\left[\beta_{j}, \beta_{j+1}\right]\right)$ and $\hat{\alpha}=\alpha\left(\hat{\beta}_{1}, \hat{\beta}_{2}\right)$ for $1 \leq j \leq$ $m_{1}$.

After $m_{1}$ matrix multiplications are executed in (3.4.21),

$$
\begin{equation*}
A_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1}}^{(k)}=\left[A_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1} ; \alpha_{2}}^{(k)}\right]_{2^{m_{2}} \times 2^{m_{2}}} \tag{3.4.22}
\end{equation*}
$$

where $1 \leq \alpha_{2} \leq 2^{2 m_{2}}$ and $A_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1} ; \alpha_{2}}^{(k)}$ could be represented by

$$
\begin{equation*}
\sum_{l=1}^{2^{m_{2}\left(m_{1}-1\right)}} K\left(\hat{x}, m_{1} m_{2} ; \alpha_{1} \alpha_{2} ; k, l\right) A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{2}}^{(l)} \tag{3.4.23}
\end{equation*}
$$

which is a linear combination of $A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{2}}^{(l)}$ with the coefficients $K\left(\hat{x}, m_{1} m_{2} ; \alpha_{1} \alpha_{2} ; k, l\right)$ which are products of $a_{\hat{x} ; 2 \times m_{2} \times 2 ; \alpha_{j} \hat{\alpha}}, 1 \leq j \leq m_{1} . K\left(\hat{x}, m_{1} m_{2} ; \alpha_{1} \alpha_{2} ; k, l\right)$ must be studied in more details. Note that

$$
\begin{equation*}
A_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+1\right)}^{m_{1}}=\left[A_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1}}\right]_{2^{m_{2} \times 2^{m_{2}}}} \tag{3.4.24}
\end{equation*}
$$

where $1 \leq \alpha_{1} \leq 2^{2 m_{2}}$,

$$
\begin{equation*}
A_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1}}=\sum_{k=1}^{2^{m_{2}\left(m_{1}-1\right)}} A_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1}}^{(k)} \tag{3.4.25}
\end{equation*}
$$

and
$\left(3.4 .2 \sum_{k=1}^{2^{m_{2}\left(m_{1}-1\right)}} A_{\hat{x} ; m_{1}, m_{2},\left(m_{3}+1\right) ; \alpha_{1}}^{(k)}=\left[\sum_{k=1}^{2^{m_{2}\left(m_{1}-1\right)}} A_{\hat{x} ; m_{1}, m_{2},\left(m_{3}+1\right) ; \alpha_{1} ; \alpha_{2}}^{(k)}\right]_{2^{m_{2}} \times 2^{m_{2}}}\right.$,
where $1 \leq \alpha_{2} \leq 2^{2 m_{2}}$. Now, $X_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1} ; \alpha_{2}}$ is defined as

$$
\begin{equation*}
X_{\hat{x} ; m_{1}+1, m_{2}, m_{3}+1 ; \alpha_{1} ; \alpha_{2}}=\left(A_{\hat{x} ; m_{1}+1, m_{2}, m_{3}+1 ; \alpha_{1} ; \alpha_{2}}^{(k)}\right)^{t} . \tag{3.4.27}
\end{equation*}
$$

And from (3.4.23) and (3.4.27),

$$
\begin{equation*}
X_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1} ; \alpha_{2}}=\mathbb{K}\left(\hat{x}, m_{1} m_{2} ; \alpha_{1} \alpha_{2}\right) X_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{2}} \tag{3.4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{K}\left(\hat{x}, m_{1} m_{2} ; \alpha_{1} \alpha_{2}\right)=\left(k\left(\hat{x}, m_{1} m_{2} ; \alpha_{1} \alpha_{2} ; k, l\right)\right), \tag{3.4.29}
\end{equation*}
$$

$1 \leq k, l \leq 2^{m_{2}\left(m_{1}-1\right)}$ is a $2^{m_{2}\left(m_{1}-1\right)} \times 2^{m_{2}\left(m_{1}-1\right)}$ matrix. Now

$$
\begin{equation*}
\mathbb{K}\left(\hat{x}, m_{1} m_{2} ; \alpha_{1} \alpha_{2}\right)=S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} \tag{3.4.30}
\end{equation*}
$$

must be shown as follows.

Theorem 3.20. For any $m_{1} \geq 2, m_{2} \geq 2$ and $m_{3} \geq 2$, let $S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}}$ be given as in (3.4.18). Then,

$$
\begin{equation*}
X_{\hat{x} ; m_{1}, m_{2}, m_{3}+1 ; \alpha_{1} ; \alpha_{2}}=S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} X_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{2}}, \tag{3.4.31}
\end{equation*}
$$

or equivalently, the recursive formula

$$
\begin{align*}
& A_{\hat{x} ; m_{1}, m_{2},\left(m_{3}+1\right) ; \alpha_{1}}^{(k)} \\
= & {\left[\sum_{l=1}^{2^{m_{2}\left(m_{1}-1\right)}}\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}}\right)_{k l} A_{\hat{x} ; m_{1} ; m_{2}, m_{3} ; \alpha_{2}}^{(l)}\right]_{2^{m_{2}} \times 2^{m_{2}}}, } \tag{3.4.32}
\end{align*}
$$

where $1 \leq \alpha_{2} \leq 2^{2 m_{2}}$. Moreover, for $m_{3}=1$,

$$
\begin{equation*}
A_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}}^{(k)}=\left[\sum_{l=1}^{2^{m_{2}\left(m_{1}-1\right)}}\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}}\right)_{k l}\right]_{2^{m_{2}} \times 2^{m_{2}}}, \tag{3.4.33}
\end{equation*}
$$

where $1 \leq \alpha_{2} \leq 2^{2 m_{2}}$ for any $1 \leq k \leq 2^{m_{2}\left(m_{1}-1\right)}$ and $\alpha_{1} \in\left\{1,2, \ldots, 2^{2 m_{2}}\right\}$.

Proof. From (3.4.22), we can represent $A_{\hat{x} ; m_{1}, m_{2},\left(m_{3}+1\right) ; \alpha_{1} l \alpha_{2}}$ as the following
patterns


and $A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{2}^{(\ell)}}$ as the following patterns


By Definition 3.17, we get $S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} ; \alpha_{2}}^{(r)}$ represent the following pattern


Therefore, (3.4.32) follows from (3.4.34), (3.4.35) and (3.4.36). And by (3.4.28), (3.4.31) follows.

Next, (3.4.33) follows easily from (3.4.34) and (3.4.36).
For any positive integer $p \geq 2$, applying Theorem $3.20 p$ times permits the elementary patterns of $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+p\right)}^{m_{1}}$ to be expressed as the product of
a sequence of $S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{i} \alpha_{i+1}}$ and the elementary patterns in $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times m_{3}}^{m_{1}}$. The elementary pattern in $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+p\right)}^{m_{1}}$ is first studied. For any $p \geq 2$ and $1 \leq q \leq p-1$, define

$$
\begin{align*}
& A_{\hat{x} ;\left(m_{1}+1\right), m_{2}, m_{3}+p ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{q}}^{(k)}  \tag{3.4.37}\\
= & {\left[A_{\hat{x} ;\left(m_{1}+1\right), m_{2}, m_{3}+p ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{q} ; \alpha_{q+1}}^{(k)}\right]_{2^{m_{2}} \times 2^{m_{2}}} }
\end{align*}
$$

where $1 \leq \alpha_{q+1} \leq 2^{2 m_{2}}$. Then $A_{\hat{x} ; m_{1}, m_{2}, m_{3}+p ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}^{(k)}$ could be represented as

$$
\left(3.4 . \sum_{l_{1}=1}^{2^{m_{2}\left(m_{1}-1\right)}} \sum_{l_{2}=1}^{2^{m_{2}\left(m_{1}-1\right)}} \cdots \sum_{l_{p}=1}^{2^{m_{2}\left(m_{1}-1\right)}}\left(\prod_{i=1}^{p} K\left(m_{3} ; \alpha_{i-1}, \alpha_{i} ; l_{i-1}, l_{i}\right)\right) A_{\hat{x} ; m_{1} ; m_{2} ; m_{3} ; \alpha_{p}}^{\left(l_{p}\right)}\right.
$$

where $\alpha_{0}=\alpha$ and $l_{0}=k$ can be easily verified.
Therefore, for any $p \geq 1$ a generalization for (3.4.24) can be found for $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+p\right)}^{m_{1}}$ as a $\left(2_{2}^{m}\right)^{p+1} \times\left(2_{2}^{m}\right)^{p+1}$ matrix

$$
\begin{equation*}
\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+p\right)}^{m_{1}}=\left[A_{\hat{x} ; m_{1}, m_{2},\left(m_{3}+p\right) ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}\right] \tag{3.4.39}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{\hat{x} ; m_{1}, m_{2},\left(m_{3}+p\right) ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}^{(k)}=\sum_{k=1}^{2^{2 m_{2}}} A_{\hat{x} ;\left(m_{1}+1\right), m_{2}, m_{3} ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}^{(k)} \tag{3.4.40}
\end{equation*}
$$

In particular, if $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p} \in\left\{2^{m_{2}}(i-1)+i \mid 1 \leq i \leq 2^{m_{2}}\right\}$ then $A_{\hat{x} ; m_{1}, m_{2},\left(m_{3}+p\right) ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}$ lies on the diagonal of $\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3}+p\right)}^{m_{1}}$ in (3.4.41). Now, define

$$
X_{\hat{x} ; m_{1}+1, m_{2}, m_{3}+p ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}=\left(A_{m_{1}+1, m_{2}, m_{3}+p ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}^{(k)}\right)^{t} .
$$

Therefore, Theorem 3.20 can be generalized to the following Theorem.
Theorem 3.21. For any $m_{1} \geq 2, m_{2} \geq 2, m_{3} \geq 2$ and $p \geq 1, X_{\hat{x} ; m_{1}, m_{2}, m_{3}+p ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}$ could be represented as

$$
\text { (3.4.4 } \mathfrak{N}_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{p-1} \alpha_{p}} X_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{p}}
$$

where $1 \leq \alpha_{i} \leq 2^{2 m_{2}}$ and $1 \leq i \leq p$.

Proof. From (3.4.38), (3.4.28) and (3.4.32),

$$
\begin{aligned}
&\left.=\sum_{\ell_{1}=1}^{A_{\hat{x} ; m_{1}, m_{2}, m_{3}+p ; \alpha_{1} ; \alpha_{2} ; \ldots ; \alpha_{p}}^{2^{m_{2}\left(m_{1}-1\right)}} \sum_{\ell_{2}=1}^{2^{m_{2}\left(m_{1}-1\right)}} \cdots \sum_{\ell_{p}=1}^{2^{m_{2}\left(m_{1}-1\right)}}} \cdots \prod_{i=1}^{p} K\left(\hat{x} ; m_{3} ; \alpha_{i-1}, \alpha_{i} ; \ell_{i-1}, \ell_{i}\right)\right) A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{p}}^{\left(\ell_{p}\right)} \\
&= \sum_{\ell_{1}=1}^{2^{m_{2}\left(m_{1}-1\right)}} \sum_{\ell_{2}=1}^{2^{m_{2}\left(m_{1}-1\right)}} \cdots \sum_{\ell_{p}=1}^{2^{m_{2}\left(m_{1}-1\right)}}\left(\prod_{i=1}^{p}\left(S_{\left.\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{i-1} \alpha_{i-2}\right)}\right)_{\ell_{i-1} \ell_{i}}\right) A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{p}}^{\left(\ell_{p}\right)} \\
&= \sum_{\ell_{1}=1}^{2^{m_{2}\left(m_{1}-1\right)}} \sum_{\ell_{2}=1}^{2^{m_{2}\left(m_{1}-1\right)}} \cdots \sum_{\ell_{p}=1}^{2^{m_{2}\left(m_{1}-1\right)}}\left(\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{0} \alpha_{1}}\right)_{\ell_{0} \ell_{1}}\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}}\right)_{\ell_{1} \ell_{2}}\right. \\
&\left.\cdots\left(S_{\left.\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{p-1} \alpha_{p}\right)}\right)_{\left.\ell_{p-1} \ell_{p}\right)}\right) A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{p}}^{\left(\ell_{p}\right)} \\
&= \sum_{\ell_{p}=1}^{2^{m_{2}\left(m_{1}-1\right)}}\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{0} \alpha_{1}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{p-1} \alpha_{p}}\right)_{k \ell_{p}} A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha_{p}}^{\left(\ell_{p}\right)}
\end{aligned}
$$

The proof is complete.

### 3.4.2 Lower Bound of Entropy

In this subsection, the connecting operator $\mathbb{C}_{\hat{x} ; m_{3} ; m_{1} m_{2}}$ is employed to estimate the lower bound of entropy and in particular, to verify the positivity of entropy.
Definition 3.22. Let $X=\left(X_{1}, \cdots, X_{M}\right)^{t}$, where $X_{k}$ are $N \times N$ matrices. Define the summation of $X_{k}$ by

$$
\begin{equation*}
|X|=\sum_{k=1}^{N} X_{k} \tag{3.4.42}
\end{equation*}
$$

If $\mathbb{M}=\left[M_{i j}\right]$ is a $M \times M$ matrix, then

$$
\begin{equation*}
|\mathbb{M} X|=\sum_{i=1}^{M} \sum_{j=1}^{M} M_{i j} X_{j} \tag{3.4.43}
\end{equation*}
$$

Note that, (3.4.42) implies

$$
\begin{equation*}
\left|X_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}\right|=\sum_{k=1}^{2^{\left(m_{1}-1\right) m_{2}}} A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha}^{(k)}=A_{\hat{x} ; m_{1}, m_{2}, m_{3} ; \alpha} \tag{3.4.44}
\end{equation*}
$$

As usual, the set of all matrices with the same order can be partially ordered.

Definition 3.23. Let $\mathbb{M}=\left[M_{i j}\right]$ and $\mathbb{N}=\left[N_{i j}\right]$ be two $M \times M$ matrices, $\mathbb{M} \geq \mathbb{N}$ if $M_{i j} \geq N_{i j}$ for all $1 \leq i, j \leq M$.

Notably, if $\mathbb{A}_{2} \geq \mathbb{A}_{2}^{\prime}$ then $\mathbb{A}_{n} \geq \mathbb{A}_{n}^{\prime}$ for all $n \geq 2$. Therefore, $h\left(\mathbb{A}_{2}\right) \geq$ $h\left(\mathbb{A}_{2}^{\prime}\right)$. Hence, the spatial entropy as a function of $\mathbb{A}_{2}$ is monotonic with respect to the partial order $\geq$.

Definition 3.24. A $P+1$ multiple index

$$
\begin{equation*}
\alpha_{p} \equiv\left(\alpha_{1} \alpha_{2} \cdots \alpha_{p} \alpha_{P+1}\right) \tag{3.4.45}
\end{equation*}
$$

is called a periodic cycle if

$$
\begin{equation*}
\alpha_{P+1}=\alpha_{1} . \tag{3.4.46}
\end{equation*}
$$

It is called diagonal cycle if (3.4.46) holds and

$$
\begin{equation*}
\alpha_{i} \in\left\{2^{m_{2}(i-1)+i \mid 1 \leq i \leq 2^{2 m_{2}}}\right\} \tag{3.4.47}
\end{equation*}
$$

for each $1 \leq i \leq P+1$. For a diagonal cycle (3.4.45)

$$
\begin{equation*}
\overline{\alpha_{P}}=\alpha_{1} ; \alpha_{2} ; \cdots ; \alpha_{P} \tag{3.4.48}
\end{equation*}
$$

and

$$
\overline{\alpha_{P}}{ }^{n}=\overline{\alpha_{P}} ; \overline{\alpha_{P}} ; \cdots ; \overline{\alpha_{P}} . \text { (n-times) }
$$

First, prove the following Lemma.
Lemma 3.25. Let $m_{1} \geq 2, m_{2} \geq 2, P \geq 1, \alpha_{P}$ be a diagonal cycle. Then, for any $m_{3} \geq 1$,

$$
\begin{aligned}
& \text { (3.4.4 } \left.\backslash \backslash \mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3} P+2\right)}^{m_{1}}\right) \\
& \quad \geq \rho\left(\left|\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{P+1}}\right)^{m_{3}} X_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}}\right|\right) .
\end{aligned}
$$

Proof. Since $\alpha_{P}$ is a periodic cycle, Theorem 3.21 implies
(3.4.50) $X_{\hat{x} ; m_{1}, m_{2}, m_{3} P+2 ; \bar{\alpha}_{P} m_{1}}$
(3.4.与1) $\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{P+1}}\right)^{n} X_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}}$.

Furthermore $\alpha_{P}$ is diagonal and $\left|X_{\hat{x} ; m_{1}, m_{2}, m_{3} P+2 ; \overline{\alpha_{P}} m_{1}}\right|=A_{\hat{x} ; m_{1}, m_{2}, m_{3} P+2 ; \overline{\alpha_{P}} m_{1}}$ lies in the diagonal part of (3.4.41) with $m_{3}+P=m_{3} P+2$, therefore

$$
\begin{equation*}
\rho\left(\mathbb{A}_{\hat{x} ; m_{1}, m_{2}, m_{3} P+2}^{m_{1}}\right) \geq \rho\left(\left|X_{\hat{x} ; m_{1}, m_{2}, m_{3} P+2 ; \bar{\alpha}_{P}^{m_{1}}}\right|\right) . \tag{3.4.52}
\end{equation*}
$$

Therefore, (3.4.49) follows from (3.4.50) and (3.4.52). The proof is complete.

The following Lemma is valuable in studying maximum eigenvalue of (3.4.52).

Lemma 3.26. For any $m_{1} \geq 2, m_{2} \geq 2,1 \leq k \leq 2^{\left(m_{1}-1\right) m_{2}}$ and $\alpha_{1} \in$ $\left\{(i-1) 2^{m_{2}}+i \mid 1 \leq i \leq 2^{m_{2}}\right\}$, if

$$
\begin{equation*}
\operatorname{tr}\left(A_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha}^{(k)}\right)=0, \tag{3.4.53}
\end{equation*}
$$

then for all $1 \leq \ell \leq 2^{\left(m_{1}-1\right) m_{2}}$,

$$
\begin{equation*}
\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}}\right)_{k \ell}=0 \tag{3.4.54}
\end{equation*}
$$

for all $\alpha_{2} \in\left\{(i-1) 2^{m_{2}}+i \mid 1 \leq i \leq 2^{m_{2}}\right\}$, i.e., the $k$-th rows of matrices $S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}}$ are zeros. Furthermore, for any diagonal cycle $\alpha_{P}$, let $U=$ $\left(u_{1} u_{2} \cdots u_{2^{m_{2}\left(m_{1}-1\right)}}\right)$ be an eigenvector of $S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{1}}$, if $u_{k} \neq 0$ for some $1 \leq k \leq 2^{\left(m_{1}-1\right) m_{2}}$, then $\operatorname{tr}\left(A_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}}^{(k)}\right)>0$.
Proof. Since $A_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}}^{(k)}$ can be expressed as (3.4.33). Therefore, $\operatorname{tr}\left(A_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}}^{(k)}\right)=$ 0 if and only if (3.4.54) holds for all $1 \leq \ell \leq 2^{\left(m_{1}-1\right) m_{2}}$. The second part of the Lemma follows easily from the first part. The proof is complete.

By Lemma 3.25 and Lemma 3.26, the lower bound of entropy can be obtained as follows.
Theorem 3.27. Let $\alpha_{1} \alpha_{2} \cdots \alpha_{P} \alpha_{1}$ be a diagonal cycle. Then for any $m_{1} \geq 2$, $m_{2} \geq 2$,

$$
\begin{equation*}
\geq \frac{1}{m_{1} m_{2} P} \log \rho\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{1}}\right) \tag{3.4.55}
\end{equation*}
$$

In particular, if a diagonal cycle $\alpha_{1} \alpha_{2} \cdots \alpha_{P} \alpha_{1}$ exists and $m_{1} \geq 2, m_{2} \geq 2$ such that $\rho\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{1}}\right)>1$, then $h\left(\mathbb{A}_{x ; 2 \times 2 \times 2}\right)>$ 0.

Proof. First, by the similar method in the proof of Lemma 2.10 and Lemma 2.11 and Theorem 2.12 in [5] we have

$$
\begin{align*}
\limsup _{m_{3} \rightarrow \infty} & \frac{1}{m_{3}}\left(\log \rho\left(\left|\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{1}}\right)^{n} X_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}}\right|\right)\right) \\
(3.4 .56) & =\log \rho\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{1}}\right) . \tag{3.4.56}
\end{align*}
$$

Now, show that

$$
\begin{aligned}
h\left(\mathbb{A}_{x ; 2 \times 2 \times 2}\right) \geq & \frac{1}{m_{1} m_{2} P} \limsup _{m_{3} \rightarrow \infty} \frac{1}{m_{3}}\left(\operatorname { l o g } \rho \left(\mid\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots\right.\right.\right. \\
& \left.\left.\left.S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{1}}\right)^{n} X_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}} \mid\right)\right)
\end{aligned}
$$

Indeed, from (3.3.18) and (3.4.49),

$$
\begin{aligned}
h\left(\mathbb{A}_{x ; 2 \times 2 \times 2}\right)= & \lim _{m_{2} m_{3} \rightarrow \infty} \frac{1}{\left(m_{3} P+2\right) m_{2}} \log \rho\left(\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3} P+2\right)}\right) \\
= & \lim _{m_{2} m_{3} \rightarrow \infty} \frac{1}{m_{1}\left(m_{3} P+2\right) m_{2}} \log \rho\left(\mathbb{A}_{\hat{x} ; 2 \times m_{2} \times\left(m_{3} P+2\right)}^{m_{1}}\right) \\
\geq & \frac{1}{m_{1} m_{2} P} \limsup _{m_{3} \rightarrow \infty} \frac{1}{m_{3}}\left(\operatorname { l o g } \rho \left(\mid\left(S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{1} \alpha_{2}} S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{2} \alpha_{3}} \cdots\right.\right.\right. \\
& \left.\left.\left.S_{\hat{x} ; m_{3} ; m_{1} m_{2} ; \alpha_{P} \alpha_{1}}\right)^{n} X_{\hat{x} ; m_{1}, m_{2}, 2 ; \alpha_{1}} \mid\right)\right) .
\end{aligned}
$$

And by (3.4.56), the proof is complete.
Example 3.28. Consider

$$
\mathbb{T}_{x ; 2 \times 2 \times 2}=\otimes(G \otimes E)^{2}
$$

Then, it is easy to check that

$$
C_{\hat{x} ; m_{3} ; 22 ; 11}=\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array}\right]
$$

Therefore,

$$
h\left(\mathbb{T}_{x ; 2 \times 2 \times 2}\right) \geq \frac{\log 2}{2}
$$

Moreover, in Proposition 3.15 it can be shown that $h\left(\mathbb{T}_{x ; 2 \times 2 \times 2}\right)=\log g$ where $g=\frac{1+\sqrt{5}}{2}$.
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